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Preface

International Science & Education Researcher Association (ISER) puts her focus on
studying and exchanging academic achievements of international teaching and scien-
tific research, and she also promotes education reform in the world. In addition, she
serves herself on academic discussion and communication too, which is beneficial for
education and scientific research. Thus it will stimulate the research interests of all
researchers to stir up academic resonance.

MSEC2011 is an integrated conference concentrating its focus upon Multimedia,
Software Engineering, Computing and Education. In the proceeding, you can learn
much more knowledge about Multimedia, Software Engineering, Computing and Edu-
cation of researchers all around the world. The main role of the proceeding is to be used
as an exchange pillar for researchers who are working in the mentioned field. In order to
meet high standard of Springer, AISC series, the organization committee has made their
efforts to do the following things. Firstly, poor quality paper has been refused after re-
viewing course by anonymous referee experts. Secondly, periodically review meetings
have been held around the reviewers about five times for exchanging reviewing sugges-
tions. Finally, the conference organization had several preliminary sessions before the
conference. Through efforts of different people and departments, the conference will be
successful and fruitful.

MSEC2011 is co-sponsored by International Science & Education Researcher Asso-
ciation, Beijing Gireida Education Co.Ltd and Wuhan University of Science and Tech-
nology,China. The goal of the conference is to provide researchers from Multimedia,
Software Engineering, Computing and Education based on modern information tech-
nology with a free exchanging forum to share the new ideas, new innovation and so-
lutions with each other. In addition, the conference organizer will invite some famous
keynote speaker to deliver their speech in the conference. All participants will have
chance to discuss with the speakers face to face, which is very helpful for participants.

During the organization course, we have got help from different people, different de-
partments, different institutions. Here, we would like to show our first sincere thanks to
publishers of Springer, AISC series for their kind and enthusiastic help and best support
for our conference. Secondly, the authors should be thanked too for their enthusiastic
writing attitudes toward their papers. Thirdly, all members of program chairs, reviewers
and program committees should also be appreciated for their hard work.



VI Preface

In a word, it is the different team efforts that they make our conference be successful
on November 26-27, Wuhan, China. We hope that all of participants can give us good
suggestions to improve our working efficiency and service in the future. And we also
hope to get your supporting all the way. Next year, In 2012, we look forward to seeing
all of you at MSEC2012.

September, 2011 ISER Association
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Model Retrieval Based on Three-View

FuHua Shang, YaDong Zhou, and HongTao Xie

School of Computer and Information Technology, Northeast Petroleum University, Daqing
Heilongjiang 163318, China
Shangfh@l163.com, zhouyadong@sogou.com

Abstract. In this paper we propose a new 3D shape retrieval method based on
three views. In our approach, top view front view left / right view projection
approach is represented by a set of depth images captured uniformly from three
view for 3D model matching. Then 2D shape descriptors. dynamic program-
ming distance (DPD) is used to compare the depth line descriptors. The DPD
leads to an accurate matching of sequences even in the presence of local shift-
ing on the shape. Experimental results show that it can quickly and efficiently
retrieval 3D model.

Keywords: three view, retrieval, depth image, matching, DPD.

1 Introduction

Presently, as the huge demand of computer cartoon and three-dimensional game man-
ufacture, immense amounts of 3D shapes are created and stored.Consequently a 3D
shape database system is required in order to make us retrieve the shapes we needed
conveniently and accurately[1]. And this leads to the experimental research on 3D
retrieval search engine bases on shape, such as the Ephesus search engine at the Na-
tional Research Council of Canada, the 3D model search engine at Princeton Univer-
sity, the 3D model retrieval system at the National Taiwan University, the Ogden IV
system at the National Institute of Multimedia Education, Japan, the 3D search system
at the Informatics and Telematics Institute, Greece, the 3D model similarity
search engine at the University of Konstanz, and the 3D retrieval engine at Utrecht
University[2].

The core problem of model library is the retrieval problem, and using search me-
thod based on view to conduct 3D shape retrieval is better than other methods[3]. This
article just adopted this method to carry out a research on the model retrieval and
proposed a model retrieval method based on three-view.

2 Model Retrieval Based on Three-View

Presently retrieval can be divided into two categories:text-based retrieval and content-
based retrieval, and the latter contains retrieval based on two-dimensional projection and
retrieval based on shape. This article adopted retrieval based on shape. Shape-based
description can be divided into four categories: view-based, image-based, statistical

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 1
springerlink.com © Springer-Verlag Berlin Heidelberg 2011



2 F.H. Shang, Y.D. Zhou, and H.T. Xie

data-based. The current study shows that search method based on view to conduct 3D
shape retrieval is better than other methods and it can also be applied in query search
interface based on binary image or 2D sketch[4]. This article presented a new search
method based on three-view which can save search time, improve the retrieval efficiency.

Shape-based 3D object recognition is the core issue of computer vision. And there
are many ways to classify the existing methods which can be divided into three
categories:(1)feature-based approach, generally described by utilizing statistical
properties, global and local features, histogram or combination of the above[5],
(2)graph-based approach, mainly described by utilizing topological characteristics of
objects[6], (3)geometry-based approach, in addition to multi-view 3D search method,

there are approach based on deformation and approach based on the volume error[7],

The current content-based 3D model retrieval technology generally includes three
steps: preprocessing, feature extraction and similarity matching[8].

And in these three steps, preprocessing is the basis of the other two subsequent
steps and should be carried out firstly.

I . Preprocessing

The role of preprocessing is to conduct normalization on different coordinate systems
in order to make 3D models under different coordinate systems have the same similar-
ity and improve the efficiency, accuracy of feature extraction and similarity match-
ing[9]. As the location, size, orientation of various 3D models are often inconsistent
in 3D space, we adopted PCA to carry out preprocessing on models which avoided
the inconsistency influence on feature extraction of models.

IT. Feature Extraction and Similarity Matching
Range images were generated according to 3D model boundary cuboids.

-~

Image 1. Roller kelly bushing of drilling model

0w

Image 2. Range images of roller kelly bushing projection on outsourcing cuboids



Model Retrieval Based on Three-View 3

. 1 2 .
In order to compare the two range images ! and / , 2xN observation sequences
p g g q
1 2
“J and "/ were generated to the two range images, and then we calculated the

1
dynamic programming distance (DPD) between sequences of I and corresponding

2
sequences of I Finally, we made the calculated sum total of DPD of all sequences
the dissimilarity value of the two range images.

Take the front view as an example.
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Image 3. Level sequence generated according to depth line

‘o', 'c', /', '\, '-'denotes respectively the external background, the internal back-
ground, depth increasing, depth reducing and depth unchanging.

If we simply compared the Hamming Distance of the two sequences, it is likely
that we would obtain a large value than the true value. So we can consider the appli-
cation of DPD to obtain the minimum distance of each pair of sequences.

1
The formula to calculate DPD between sequences of I and corresponding se-

2
quences of 17 is as follows:

(', r*)= ZZDPD( '.s2)

i=r,c j=0
1" denotes if the depth line is a row or a column, and 'j' denotes orders of lines in the
depth image.
Here the similarity between two 3D models, O; and O,, is calculated by summing
up the similarity of all corresponding images, the formula is as follows:

Ao, )Zd(,,,)

1" denotes the value of the rendered image. Here we set the maximum value for i 3
which means that we match through using range images projected by only three
views(front view, top view, left/right view). Though views are less, we can get good
search results for the lightweight model library and save search time greatly.
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3 Analysis of Experimental Result

Matching capabilities of 3D model based on shape is showed by precision/recall
curve[10].

09 |
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e | R etrieval based on three—view
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0.1 4

Image 4. Analysis of Experimental Result

After a test comparison, the search results based on document name were much
lower than the search results based on three-view. As the model library was self-
developed and finished, some of the model names were non-standarded, and the mod-
el number was large.While this complexity reflected the advantages of using
three-view to search and it was in line with the mechanism of finding models on web.

4 Conclusion

3D drilling model library system based on web can realize the reusability of models and
improve the model resource sharing between developers. By increasing model reusability
and resource sharing, many invalid development, which was caused by poor communica-
tion between developers and incomplete grasp to the model information, can be avoided,
thus, improve development efficiency, accelerate the project progress[11].

This paper briefly described the design and implementation of the drilling model
library, emphasized the design of retrieval module, especially the new model retrieval
method based on three-view. With the abundant development, sharing of 3D models,
network 3D model resources will grow rapidly. How to find the required network 3D
models is the problem to be solved in the future. 3D model retrieval approach has two
main directions: text-based model retrieval and content-based model retrieval. And
the research focus of text-based model retrieval is the semantic annotation, which is
also the direction to explore on the basis of the model library.
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Abstract. Based on a natural and friendly human-computer interaction, rele-
vance feedback is used to determine a user’s requirement s and narrow the gap
between low-level image features and high-level semantic concepts in order to
optimize query result s and perform a personalized search. In this paper, we
proposed a novel personalized approach for image semantic retrieval based on
PISM (Personalized image semantic model), which use the user queries related to
the image of feedback mechanism, dynamic image adjustment semantic simi-
larity of the distribution, and fuzzy clustering analysis, PISM training model to
make it more accurate expression of semantic image to meet the different needs
of the user's query. And the limitations of image-based semantic memory of
learning algorithm, the initial experimental system developed by a number of
user feedback to participate in relevant training, which analyzes the performance
of the algorithm, the experiments show that the algorithm is a viable theory, with
a value of the application.

Keywords: Personalized, image retrieval, image semantic, relevant feedback,
Bayesian Networks.

1 Introduction

Human-computer interaction plays an important role in image searches. Based on a
natural and friendly human-computer interaction, relevance feedback is used to de-
termine a user’s requirement s and narrow the gap between low-level image features
and high-level semantic concepts in order to optimize query result s and perform a
personalized search. With a number of users participating in relevant feedback training,
CBIR system will aggregate abundance of semantic [1, 2]. In a way, CBIR system
provides a better result for users’ follow-up retrieval. Though CBIR system overcomes
the shortage of text-based systems to a certain degree, there still exist some limitations.
Because of personalized characteristics of users’ relevant feedback, the result from
CBIR system always reflects users’ common understanding of image semantic. The
result is common not special to one user, which leads to great difference between
retrieval result and users' expect .In other words, CBIR system cannot provide one
user with the result according to his or her personalized needs [3].

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 7
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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In this paper, we proposed a novel image retrieval method based on personalized
semantic model. By mining user query logs of different information, this method builds
Personalized Image Semantic Model (PISM) for users. Combination of the same im-
ages for different people to understand the semantic differences arising analyzed. Use
of semantic clustering and relevance feedback learning, build PISM of personalized
semantic factor smaller, making semantics with the speed and accuracy of training and
gradually growing to be consistent with human subjective inquiry necessary to judge
semantics, semantic clustering of shared and binding of a balance in PISM. User in-
formation for different query strategy, meet the user needs to return retrieval results.

2 Related Work

Personalized search is an important item in the field of Human-computer interaction
research. The correlativity used in Generic image search engine that the all user
unanimously approves is thought be the single user’s, and The correlativity that adoption
unifies method. But the correlativity used in personalized search that adoption the
unique computing method for each user. Personalized search can not only raise retrieval
precision, but also provide the certain user with the better method that inspects intention.
Therefore, personalized search is the purpose that carries out friendly retrieval.

The key of Personalized search that is user Personalized analysis,and establish
Personalized profile.the accessing interest can be reasoning and classify by user web
behavior mining,including user register information, the interested vocabulary, server
logs and cookies logs...etc. the user accessing information can be obtained by the
dynamic increment clustering arithmetic and parallel arithmetic.

Personalized search is to take user as the retrieval of centre. according to the user's
participation degree can be classify as following:

1) user participation: The user initiative provides his own interest instruction to the
system,such as the sort of interest,web page,and keyword.the high quality of user
information can be obtained by such mode,and ambiguity less. But there are high
request to the user,for example, The consumer wants apprehensibility so feedback of
purpose, also the patience participate in system to the show type earth.

2) non-user participation: The user doesn't need show the type of interest direct.
Personalized system Statistics a behavior method for user to use Internet,and Discover
the consumer's interest from it,such as web usage mining, context search, and query
session.

Bayesian networks are directed acyclic graphs, which allow for an efficient represen-
tation of the joint probability of a set of random variables [4] [5]. Each vertex in a
Bayesian network represents a random variable X; & {X,, X,..., X} ,1<i<n, and edges
represent dependencies between the variables. It is common to denote P(X;=x) as the
probability of X; assuming one of its possible values x;.

The joint probability of a set of random variables can be defined as a function
P(X;,...,X,).The conditional probability of X;, given a second variable X;, is the
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probability of X; conditioned on the fact that X; assumes a value x;. It is denoted as
P(X;=x1X;=x;) .The structure of the network implies several conditional independence
statements. The random variables X; and X;are conditionally independent given a third
random variable X, when P(X//X), X,)= P(X//X,).

Bayesian networks reduce the number of parameters needed to characterize a joint
probability, which enable the encoding of ratiocinative knowledge and causal rela-
tionships in the model, and facilitate efficient computation of posterior probabilities
given evidence.

3 Image Retrieval with Semantic Feedback

Inquiring request analyzing data’s origin includes inquiring input data, which is pro-
vided by users and include extracted features and semantic key words about inquiring
image. This can be divided into three processes, validating a user’s identity, stylebook
training and semantic network analysis. The purpose of validating a user’s identity is to
ensure whether the user will have the authority to use protected PISM in power. Sample
training is based on inquiring and Sample image visual characteristic matching and
semantic clustering. Sample training analyses output data by connecting semantic
network. Combining the two processes, semantic network analysis shows similarity
weight distribute standard. And it can output retrieval conclusion through features
matching index and relevant feedback from users. At the same time, it can record
feedback conclusion, study personalized semantic, return feedback information to
feature data-base, divide weight of semantic similarity in a new way, and replace data
to the semantic network node where the user is.

The feedback arithmetic, which is based on personalized image semantic model
PISM and personalized semantic, is as follows:

1. Show semantic gathering about inquiring request in measure. Collect image visual
features, and then choose what is affiliated with N-M sequence from semantic features
with N observing number by using Bayesian classifier. And by using Bayesian rule [6,
7], we distribute them to effective sort sequence mapping in order to build semantic
feature gathering g, . Use inquiring key words to connect semantic network for the

purpose of building semantic feature gathering QOg. Specially, if O #¢ , evalu-
ate w, =0,w, =0, perform the fourth step. In other words, execute image similarity

matching from low visual feature, or perform the second step.
2. Build inquiring image personalized semantic gathering Q; on the basis of
checking a user’s identity.

O ={X 1 X =fUo,0Qs)} (D

L is personalized semantic feature vector quantities; f is the function of X;, a user’s
identity and inquiring request semantic adjusting collection. It is obtained by judging
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the similarity of semantic feature vector X and personalized semantic vector X;. Per-
form the third step to finish creating Q.

3. Map and build all the image semantic feature collection H in image warehouse.
And judge X, (X»EH) from the average clustering arithmetic K-means so that X can
share in some clustering of HNQs. In other words, there is vector X»&E(HNQs), which
can be used to create personalized semantic collection Q,,;, with the help of Q.

4. According to elements in Q;, that is, image Q personalized semantic vector, we
calculate the similarity of elements in Q; and semantic feature vector of an image /, that
is, personalized semantic similarity S,. Calculate the similarity between users’ in-
quiring image Q and image I from S (Q, I) =w;S;+woeSo+wuSy .

wr. Wos wy each stands for the weight of low feature similarity S; between image
Q and image I, common semantic similarity S, personalized semantic similarity Sy ,
and satisfy the following w;+wo+wy=1.

Different feedback from the same user and different feedback from different users
synthesize the above process, and finally make both inquiring image Q and image /
totally have high quality woSo and low quality wySy. According to the user, wy;
Sui>wySy under usual condition. This makes the inquiring of image tally with users’
needs. Adjust the value of according to methods chosen by users, in order to display
different inquiring results.

5. Output results, rebuild the value range of collection O, and create new personal-
ized semantic Q;".

4 Experimental Results and Discussions

In order to measure the accuracy of the proposed methods, we have implemented a
demo system on a Pentium PC platform running Windows XP. We use a collection of
1240 images which belong to 22 groups, which contain a variety of images with various
contents and textures. The experimental results and evaluations are shown and dis-
cussed as following.

The comparison is made through single user query in terms of vary wy and wy. The
average accuracy is then plotted against the number of user feedbacks. The result is
shown in Figure 1. As we can see from the results, as users of the distribution of w, and
wy different values, resulting in images of different semantic similarity on the distri-
bution of output and thus significantly different. The result proves the PISM have the
stronger capability of feedback learning.The result proves with the numbers of feed-
back increasing, the performances of Query by weight method is more than the
others query methods. Since it is a better description of the user’s information need the
retrieval result is improved. For each query,3 feedback iterations are run and the results
are reported in Table 1, in comparison with the same user query by using Query by
weight method with the vary Similarity weight. As we can see from the results, with
the numbers of wy, increasing, although the response time is increasing, the Precision
and recall will be improved.
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To verifying the effectiveness of our system through the performance measure, we
have compared it against other state of the image retrieval systems. We have chosen to
compare our method with the retrieval technique MARS used in the [1]. The com-
parison is made through 5 sets of random queries with 4 feedback iterations for each set
of query and the number of correctly retrieved images is counted after each user
feedback. The average accuracy is then plotted against the number of user feedbacks.

Table 1. Stat. Result of Query

Similarity weight . .. Response
W, W W, Semantic Recall Precision Time
0.6 0.3 0.1 flower 0.969 0.97 1.3s
0.5 0.3 0.2 Grass 0.951 0.955 1.2s
0.2 0.3 0.3 Butterfly 0.831 0.917 2.8s
04 02 0.4 Human 0.94 0.961 2.3s
03 0.2 0.5 Kinetic 0.86 0.884 8.6s
0.5 0.3 0.6 Construction  0.831 0.827 1.6s
0.2 0.3 0.7 sunset 0.588 0.63 2.4s
0.4 0.2 0.8 car 0.618 0.587 2.6s

In Figure 2, we show performances of the Proposed and MARS methods. As we see
in the figure, the proposed method has the better performance in these two methods. We
performed four random queries on our system. As we can see from the results, our
system achieves on average 50% retrieval accuracy after just 4 user feedback iterations
and over 95% after 8 iterations for any given query. In addition, we can clearly see that
more relevant images are being retrieved as the number of user feedbacks increase.
Unlike MARS methods where more user feedback may even lead to lower retrieval
accuracy, our method proves to be more stable. It is easily seen from the result that by
combining PISM with low-level feature feedback, the retrieval accuracy is improved
substantially.
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Fig. 2. Comparison of Precision

5 Conclusion

Through the realization of the feedback learning algorithm based on personalized
image semantic, the purpose of user relevance feedback was recorded and was dynamic
allocated in PISM model, therefore, the system whole retrieval more efficient. And
with the increase in the number of feedback, the system capacity about clustering
analysis for different semantic would be enhancement. In particular, according to the
different user ID, query for the same parameters will retrieve the results of a high
degree of support to users. Comparison with other typical methods, the PISM model
can be used to improve the retrieval accuracy. Due to the semantic richness and PISM
repeatedly called constraints, after two rounds of relevance feedback in the response
time is slower. So this will be our next step will focus on solving problems.
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Abstract. By using a series of modern econometric methods, we studied the
relationship between fiscal expenditure and household consumption in China.
Our results are summarized as follows: (a) there exists a long term equilibrium
relationship between them; (b) fiscal expenditure has positive effect to
household consumption but there exists a decreasing marginal effect; (c) error
spatial auto-regression model is a good choice to study the relation between
them, and the household consumption level of local province is not only
affected by that of adjacent provinces but also by the fiscal expenditure of local
and adjacent provinces.

Keywords: Household Consumption, Fiscal Expenditure, Elastic Effect,
Empirical Study.

1 Introduction

In recent three decades, China has attained a great achievement in economic
development with a remarkable average growth speed about 10%. However, the low
household consumption rate has been a key factor retraining the Chinese economic
development. It is essential to study the relationship between the fiscal expenditure
and household consumption, the main aim is to propose some appropriate financial
policies and enhance household consumption level effectively.

As regard to the relationship between fiscal expenditure and household consumption,
many scholars have done a lot of research work and obtained some valuable results. The
papers were written by Feldstein (1982)[1], Karras (1994)[2], Hjelm(2002)[3],
Li(2005)[4], Zhou and Lu(2005)[5], Zhang and Wu(2007)[6] and etc.. Nevertheless,
most of the researches above are confined to discuss whether the relationship is
substituted or complementary in terms of empirical study with time series data. This
paper tries to study the cointegration relation, spatial dependence relation respectively via
time series and sectional data.

2 Cointegration Analysis, Error Correction Model and VAR
Analysis

2.1 Co-integration Analysis

The time series data are considered from 1978-2007 in China and collected from

Chinese Economy database. Let LNCO and LNFO be the logarithm forms of

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 13
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household consumption and fiscal expenditure per capita respectively. By using Engle-
Granger test, we easily find that both LNCO and LNFO are first order unit root series
under test level 5%. Therefore, the following fitted linear regression can be obtained:

LNCO;=1.61+0.88LNFO; +;, 1=1,2,-,20 (1)

Its residuals are a white-noise series at test level 5%. This implies that there exists a
long-term equilibrium relationship between LNCO and LNFO , and the long term
elastic coefficient of fiscal expenditure with respect to household consumption is
0.88.

2.2 Error Correction Model Analysis

Next, we study the short term elastic coefficient between two variables. It is not hard
to establish an error correction model (ECM) as follows:

ALNCO,=045ALNFO;~0.02ECM;_]  1=23,--20 2)

where ALNCO; = LNCO¢-LNCOy_1 , ALNFO; = LNFO{-LNFOy_1 . Equation (2) indicates

the short term elastic coefficient of LNCO with respect to LNFO is 0.45 which is
much smaller than the long term effect of financial policy. The negative coefficient of
EMC is coordinate with the reverse adjustment mechanism.

2.3 Vector Auto-Regression (VAR) Analysis

The VAR analysis can tell us the path and intensity of the effect caused by financial
policy to the household consumption level. The VAR analysis follows the next three
steps.

Step 1. Fix the optimal lagged order of the VAR model. By using AIC and SC
criterion, we find that the optimal lagged order of the VAR model is 1 to 2, i.e.,
VAR(2) model. The estimation results are as follows:

LNCO;=1.15LNCO;_1—0.18 LNCO;_»+0.16 LNFO;_1-0.15LNFO;_»—0.11 3)
(5.67) (-0.90) (1.74) (-1.57) (1.23)

LNFO;=—0.17LNCO;_1+0.29LNCO;_+1.51LNFO;_1-0.58LNFO;_7-0.33  (4)
(-0.46) (0.80) (8.89) (-3.31) (-1.96)

Here the data in brackets represent t-statistics. The coefficient 1.15 reveals how many
percentages of LNCO; will increase when LNCO;_; increase 1%. The t-statistics in

equation (4) show that LNFO; is mainly affected by LNFO;_1 and LNFO;_» with
inhibitory action. That is, when LNFO;_» increase 1%, current LNFO; will decrease
0.58 percentages. However, 1% increase of LNFO;_; will lead to 1.51% positive
change of LNFO; .
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Step 2. Analyze of the impulse response function curve. The impulse response
function curve of model VAR(2) demonstrates the interactional path between the
fiscal expenditure and household consumption per capita, which is shown in Fig. 1.
The left part of Fig.1 shows the reaction of both LNCO and LNFO to a standard
innovation change of LNCO ; the right part of Fig.1 shows the reaction of both LNCO
and LNFO to a standard innovation change of LNFO .

On the basis of analyzing the curves, we find that the increase of fiscal expenditure
will generally lead to the improvement of household consumption and the increasing
household consumption can also enhance the fiscal expenditure in a long period as it
boosts the economic development. Such an interaction between them is helpful to the
aim of expanding domestic demand.

100. 100

Fig. 2. Variance decomposition of predictive error of LNCO and LNFO

Step 3. Decompose the expected variance of predictive error of LNCO and LNFO .
Fig.2 indicates that the influences of LNCO and LNFO chiefly appear in medium to
long term while influences of LNCO and LNFO mainly occur in a long term period.

3 Spatial Dependence Relation

Next, we will use the sectional spatial econometric models (see Anselin[7], 1988;
Lesage[8], 1997) to study the spatial dependence relation between LNCO and LNFO,
the data of two variables are sample data from 31 provinces of China in 2007.



16 J. Chen, H. Zhu, and T. Cheng

The spatial auto-correlation test of regression residuals demonstrates the existence
of spatial correlation and suggests an error spatial auto-regression model (ESARM) to
be used. The test results are listed in Table 1.

Table 1. The Spatial autocorrelation test of regression residuals

Moran I LR Wald Value LM
Statistics
Indicator values -2.23 5.01 9.66 4.03
p-value 0.0330 0.0251 0.0019 0.0446

We use W to denote the spatial structure matrix among all provinces of China, the
(i,j)-th element of W is 1 if the i—th province has common border with
the j—th province, otherwise, it is 0, and then standardized all rows of W as 1. A
general ESARM is as follows:

Y=Xp+p.p=AWp+e,6~N (0,621) 5)

Here Y=LNCO,X=LNFO,B=(fpy.5)' is the regression coefficient, A is the error

autocorrelation coefficient. Table 2 gives the estimation and goodness of fitting
results of general regression model and ESARM.

Table 2. Parameter estimation and goodness of fitting

Bo A A R2
General Regression Model M 2.10 0.49 0.2780
(p-value) (0.0003) (0.0023)
Error Regression Model M 2.28 0.52 0.62 0.8931
(p-value) 2 (0.0000) (0.0003) (0.0101)

The results in Table 2 show that the goodness of fitting R* =0.8931 in model M, is
much higher than the goodness of fitting R* =0.2780 in the model p7,. Compared
with model M, the model M, can reflect the relation between LNFO and LNCO
much better. The elastic coefficient in the model p,is 0.52. By using generalized

difference method and estimation results in Table 2, we can rewritten the model (5)
as:

Y=0.62WY + XB-0.62WXp+& (6)

Equation (6) reveals that the provincial LNCO is not only affected by the household
consumption level of adjacent provinces but also by the LNFO of local and adjacent
provinces. Except LNFO of its adjacent province is negative, others are positive. This
implies that the change of resource allocation caused by fiscal expenditure may affect
economic development and consumption level.
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4 Analysis of Current Elastic Coefficient

The current elastic coefficients of LNFO with respect to LNCO in the models s, and
M, are 0.49 and 0.52 respectively, both values are much smaller than the long term

elastic coefficient 0.88 in the cointergation analysis, and bigger than short term elastic
coefficient 0.45 in the ECM. Therefore, we need to explore whether there exists a
decreasing marginal elastic coefficient between them by adding the quadratic term of
LNFO into the above mentioned models, the corresponding estimation and goodness
of fitting results are listed in Table 3.

Table 3. Parameter estimation and goodness of fitting

Bo A B A R2
General regression model M3 _ 1.64 -0.068 0.2733
(p-value) (0.0000) (0.0004)
ESRM _ 1.88 -0.47 0.62 0.8705
(p-value) Ma (0.0000) (0.0011) (0.0101)

Remark: [ represents the coefficient of the quadratic term of LNFO .
From Table 3, we find that the goodness-of-fitting of models M, and M, have not
much changes compared with the models A7, and A7, , this implies their fitting effects

are almost same. However, the two coefficients of quadratic term of LNFO in models
M, and 7, are negative values and significant under test level 5%. The negative values

indicate that there exists an inverted-U relationship between LNCO and LNFO, i.e., the
marginal elastic coefficient of household with respect to fiscal expenditure is decreasing.
It is not hard to find that all values of LNFO for provinces in China are located at the
right side of the inverted-U curve. This is a contradict result considered from its outside
surface. In fact, the fiscal expenditures in all provinces of China are used to support
government consumption, the ratio of government consumption to fiscal expenditure is
too high, and it is not helpful to promote household consumption level. In order to
promote household consumption level, we should decrease the ratio of government
consumption to fiscal expenditure and increase people’s income in China.

5 Summary

In this paper, by using a series of econometric methods, which include cointegration
analysis, ECM, VAR model, Impulse response function, variance decomposition and
sectional ESARMs, we find the following results: (a) there exists a long term
equilibrium relationship between fiscal expenditure and household consumption per
capita; (b) fiscal expenditure has positive effect to household consumption but there
exists a decreasing marginal effect; (c) ESARM is a good choice to study the relation
between fiscal expenditure and household consumption, and the local household
consumption level is not only affected by the household consumption level of adjacent
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provinces but also by the financial expenditure of local and adjacent provinces.
Because there exists an inverted-U shape between fiscal expenditure and household
consumption, we suggest our government to allocate more fiscal expenditure to
promote people’s income; the aim is to expand household consumption.

Acknowledgements. This work was partly supported by the MOE Project of Key
Research Institute of Humanities and Social Sciences at Universities (07JJD790145),
and the Key Research Projects of Social Sciences of China (08&ZD034 and
09AZDO045).

References

Feldstein, M.: Journal of Monetary Economics 9(1), 1-20 (1982)

Karras, G.: Journal of Money: Credit and Banking 26(1), 9-22 (1994)

Hjelm, G.: Journal of Economics 24(7), 17-39 (2002)

Li, G.Z.: World Economics 28(5), 38-45 (2005) (in Chinese)

Zhou, Y .F., Lu, Y.H.: Statistic Research 12(10), 67-71 (2005) (in Chinese)

Zhang, Z.J., Wu, D.Y.: The Journal of Quantitative & Technical Economics 14(5), 53-61

(2007) (in Chinese)

7. Anselin, L.: Spatial Econometrics: Methods and Models. Academic Publishers, Kluwer
(1988)

8. Lesage, J.P.: International Regional Science Review 20(1), 113-129 (1997)

A e
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Abstract. Based on the characteristics of bridges over water in high resolution
SAR image, a novel method for bridge extraction and recognition by combining
the multi-scale decomposition and region analysis is proposed. Firstly, the non-
subsampled pyramid (NSP) transform is employed to denoise the SAR image.
And then, by using the information provided by the multi-scale subbands and
analyzing the region characteristics in the segmentation results, the contour of
water region is extracted. Finally, the bridge is detected and recognized accord-
ing to the knowledge of bridges over water. Experimental results obtained on
real SAR images confirm the effectiveness of the proposed method.

Keywords: SAR image, bridge, multi-scale decomposition, nonsubsampled
pyramid (NSP), image segmentation.

1 Introduction

With the development of Synthetic Aperture Radar (SAR) technique, the acquisition
of high quality and high spatial resolution SAR images becomes available. Accord-
ingly, the recognition of bridges over water in high resolution SAR images has re-
ceived an increasing amount of attention from the image processing community and
many methods have been proposed over the last few years [1-3]. However, due to the
complex nature of SAR image as well as the complicated terrain appearances, the
above methods may fail in many cases.

As an important component of nonsubsampled contour transform (NSCT) [4], the
nonsubsampled pyramid (NSP) transform is a fully shift-invariant and multi-scale
expansion. When used to image, it can filter the noises as well as the high frequency
information to obtain low-pass subbands of the same size to the original one. All the
above characteristics enable it to deal efficiently with images having smooth contours,
thereby providing robust performance when used in image processing. In this paper,
based on the aforementioned NSP and the region analysis, a novel method for extrac-
tion and recognition of bridges over water is proposed (see Fig.1). The ideal is to
automatically obtain the number of bridges in the coarse subbands of NSP which is
fed back to the procedure of the fine subbands to extract the bridges. Experiments
carried out on real SAR images show that the new method is able to extract bridges
precisely and effectively.

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 19
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Block scheme of the proposed method

2 Image Denoise Based on NSP

As a foundational component of NSCT, NSP provides multi-scale decomposition and
can be iterated repeatedly on the low-pass subband output of previous stage. The
building block of NSP is a two-channel nonsubsampled filter bank (NSFB). Since
NSFB has no downsampling or upsampling, it is shift-invariant. The perfect recon-
struction condition is given as

Hy(2)Go(2)+H ()G (2)=1 ey

Particularly, the Gy(z) and G,(z) are low-pass and high-pass. Thus, they can filter
certain parts of the noise spectrum in the processed pyramid coefficients. The filters
for subsequent stages are obtained by upsampling the filters of the first stage.

(@

Fig. 2. SAR image and its NSP decomposition: (a) the original SAR image; subband of (b)
stagel; (c) stage 2; (d) stage 3

The NSP is shift-invariant such that each pixel of the transform subbands corre-
sponds to that of the original image in the same location. Therefore, we employ the
NSP to denoise the original SAR images. A SAR image including bridges over water
as well as its 3-stage decomposition of NSP are shown in Fig.2. It can be observed
that with the increase of stage, though more noises are removed, the contour and edge
are blurred, which is unfavorable in bridges extraction. An effective solution is to
obtain the overall information in coarse stages and detailed information such as edges
and parameters in fine stages.
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3 Water Region Extraction

Due to the intuitive properties and simplicity of implementation, Otsu [5] is adopted
here to segment the low-pass subbands of NSP. To improve the segmentation per-
formance, we enhance the original SAR image before the NSP analysis. Fig.3 dis-
plays the segmentation results of NSP subbands of enhanced image of Fig.2 (a). As
the figure shows, in the coarse stages, though the contours of bridges and water are
distorted and blurred, it is easy to locate bridges, while in the fine stages, though there
are lots of irrelevant information, the contour and shape of bridges and water are well
retained, which is propitious to extract the bridges accurately and precisely.

co ®

" (@ ©

Fig. 3. Segmentation of subbands of enhanced SAR image: segmentation result of (a) stagel;
(b) stage 2; (c) stage 3

3.1 Characteristic Analysis in Coarse Stages

The challenge here is to select the features and rules that allow one to represent and
extract the objects of interest. Thus, a large set of features have been tested over a
variety of data. Here we selected the ones that have a simple implementation and
good performance.

1) Eccentricity: The eccentricity of a boundary is defined as the ratio of the major
to the minor axis. Compared to the minor axis of water region, the minor axis of false
alarm is usually shorter. However, the minor axis of water region between two adja-
cent bridges is also short. Therefore, we use the minor and major axis together to filer
false alarm. Let max_ax be the maximum minor axis, ma_ax(i) and mi_ax(i) the ma-
jor and minor axis of region i, respectively. The water region can be extracted by

@)

{ mi _ax(i)/max_ax >a

b <ma_ax(i)/max _ax<c

where a, b and ¢ are constant.

2) Compactness: The compactness of a region is defined by C=P*/A, where A is the
number of pixels in the region and P is the length of its boundary. Compared to the
region of false alarm, the water region is generally bigger and smoother, therefore
leading to a higher value in C. So, we can extract water region by

3

max

C/C... <T i€ water
c/C,.>T. else

where C; is the compactness of region i, Cy,y is the maximum compactness of all re-
gions and O< 7, <1 is the threshold.
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3) Proximity interaction: The proximity interaction D;; of regions R; and R; is de-
fined as the minimum distance between their extremity points [6]. In the high resolu-
tion SAR images, though the bridges can not be simplied to two parallel lines, they
really take up small regions and the breadth of bridge is just about few pixels. So,
there is no bridge between two regions with high value in D and the extraction rule
can be defined as

D;;> Tyxmax_ax, jE€[1,...,n] 4)

where 0<7, <1 is the threshold and 7 is the number of regions in the binary image.

After the above procedure, there will be only water regions in the binary image.
According to the fact there exists one bridge between two adjacent water regions, the
number of bridges can be easily obtained. However, due to the fact that small water
regions can be filtered in coarse stages, it is incredible to obtain number of bridges in
single coarse stage image. An alternative solution is to employ all the coarse sub-
bands: extract the number of bridges in the highest stage and revise the number in the
other subbands.

3.2 Region Analysis in Fine Stages

As the Fig.4 shows, compared to water regions, the land object which is wrongly
assigned to water regions is small. Accordingly, compared to the land target, the ob-
jects such as islands and ships are much smaller. Based on this observation, the water
region can be extracted by:

A /A 2T, i€ water
,ie(l,..,n] (5)

A /A <T, else

where A; is the area of region i , A, is the area of reference region.

The land region can also be extracted by (5). As to the water region, the reference
region is defined as the smallest water region. As to the land region, due to the fact
that the bridges are connected with the land while the islands as well as ships are usu-
ally isolated, small region in water, the reference region is defined as the biggest re-

gion in land.
(b

(a)

Fig. 4. Filtering of false alarms: (a) land object; (b) water regions

Fig.4 displays the result of Fig.3 (a) using (5). It can be observed that this tech-
nique can effectively filter the false alarms while keep contour and edge of bridges
intact.
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4 Bridge Extraction

According to [3], in the neighborhood of bridge, the points in the contour of water
regions are almost in two parallel lines with shortest distance. However, it is time
consuming to search and validate all the points in the boundary of water regions one
by one. An effective solution is to extract the extreme point, convex point of two ad-
jacent water regions A and B firstly, denoted as S4, Sp. Then extract the bridge edges
from these candidate points.

1) Extract the minor axis of the largest water region, denoted as W and set W be the
upper bound of the length of bridge;

2) Compute the shortest and secondly shortest distance between A and B, denoted
as min_dist, smin_dist and let Pa_min, Pb_min, SPa_min, SPb_min be the endpoints;

3) Extract the subsets of Sy, Sg, i.e., S4; and Sgy:

Su= {pldist(p, ¢) <min_dist + A, pES,, gESg) (©)
Spi= {qldist(q, p) <min_dist + A, gESg pES,) 7

wherel << 4 <3 is the admitted error.

4) Extract the two points with the highest curvature in Sy, Sp,, respectively, de-
noted as Py, P4», and P, Pg);

5) Draw up the edge lines (i.e., L1, L2) of bridge based on the points Px_min,
SPx_min and P, P, xE(A, B) );

6) If L1and L2 satisfy the following constraints, accept them.

a) L1 and L2 are almost parallel;

b) L1 and L2 are almost same in length and shorter than W;

¢) The furthest distance between L1 and L2 is less than W/2.

5 Experimental Results and Analysis

Several experiments have been organized and carried out on different SAR images.
Here, we just show three of them. All the results are shown in Fig.5. Fig.5(a), (b), (c)
and (d) are the original SAR images including ridges over water, the obtained bridges,
the superposition of bridges over the water contours and the superposition of bridges
over the original SAR images, respectively. In the second image, the ship is just under
the bridge, making the bridge extraction and recognition more difficult. Due to the
employment of information in multi-scale subbands, our method extracted the bridge
without disturbance. In the third image, the bridges in the northeast are close to each
other, forming a relatively small water region. However, due to the denoising proce-
dure using NSP, the large false alarms are removed while the small water region is
retained intact, making the extraction of the adjacent bridges practicable. As to the
extracted bridge lines in Fig.5 (b), though they are not perfect in parallelism and usu-
ally wider than the real ones, due to the influence of attachment (e.g., street lamps and
billboards), the obtained results is acceptable.
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(a) (b) (d

Fig. 5. Experiments: (a)original SAR images; (b)the extracted bridges; (c)bridges superposed
over edge maps of water regions; (d)bridges superposed over the original SAR images

6 Conclusion

In this paper, a novel method for extraction and recognition of bridge over water in
high resolution SAR image is presented. The ideal is to employ the multi-scale infor-
mation in the subbands of NSP as well as the specific characteristics of bridges over
water in SAR image to extract and recognize bridges. Experimental results show that
the new method can be applied to SAR image without complicated pre-processing
operations and can extract the bridges exactly. Further work in this field will focus on
generalizing the proposed method to images captured by other sensors.
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Abstract. Based on the extraction of texture features, the Bayesian decision
rule is employed to identify the decision threshold that separates the target from
the background in the magnitude image. Then, the training samples for the
SVDD classifier are automatically selected and used to train the classifier. Fi-
nally, the trained SVDD classifier is used to classify the rest pixels of the thre-
sholding process. Experimental results obtained on real and simulated SAR im-
ageries demonstrate the effectiveness of the proposed method.

Keywords: SAR imagery, support vector domain description(SVDD), unsuper-
vised segmentation, texture feature, Bayesian decision.

1 Introduction

The segmentation of synthetic aperture radar (SAR) imagery is still one of the most
challenging tasks in image processing and has received an increasing amount of atten-
tion from the image processing community. Many segmentation methods for SAR
images have been proposed over the last few years. Among them, the thresholding
method and method of integrating with some specific theories are widely used and
studied[1].

Due to the intuitive properties and simplicity of implementation, image threshold-
ing enjoys a central position in image segmentation[2]. However, because of the
complex nature of SAR images, none of the obtained results is desirable. To fully
exploit its complexity, the Support Vector Machine (SVM)[3] was introduced, which
can fully utilize the information of intensity and texture and achieve better perfor-
mance than threshodling method. But in these methods, SVM is usually used in su-
pervised way and time consuming in training phase due to the nature of SVM. Re-
cently, another kernel technique, the support vector domain description (SVDD)[4],
was introduced in image processing. SVDD aims at mapping the data into a high di-
mensional feature space where a hypersphere encloses most of the patterns belonging
to the target class and rejecting the rest. In [5] and [6], SVDD was demonstrated to be
effective in solving classification and change detection problem.

Based on the above analysis, in this paper, a novel unsupervised segmentation me-
thod for SAR image is proposed. Both the SVDD and threshodling method are in-
cluded, aiming at separating the target from the background. To properly constrain the

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 25—@
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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learning process, an unsupervised way for identifying examples is adopted, which is
based on the selective Bayesian thresholding[7] of the magnitude image. Due to the
specific nature of segmentation problem, this procedure leads to the identification of
both positive and negative examples. The negative examples are also included in the
training of SVDD to improve the description capability. Segmentation result is
achieved by applying the SVDD classifier to the rest pixels of the thresholding
processing. Experimental results confirm the effectiveness of the proposed method.

2 Proposed Methodology

Let 7 be SAR image of size M X N . The proposed method consists of two steps (see
Fig.1):1) initialization of method using a Baysian thresholding of the magnitude im-
age; 2) generation of segmentation result using SVDD classifier including negative
examples. These two steps are described in detail in the following sections.

1
1 Initialization |
1 1
1 Feature | Ir Magnitude | I |Selective Bayesian Sr Automatic sample SVDD 1

I —p . > > . > . .
| | extraction v operator thresholding Sg T selection training :
1

1
The rest pixels i

»| SVDD classifier

Segmentation result

Fig. 1. Block scheme of the proposed method

2.1 Initialization

Initialization aims to segment the image roughly and identify the sets S, and S, of

target and background pixels to be used as seeds for training SVDD classifier. In our
method, the sets S, and S, would be directly merged into the final result, and the re-

liability of sets S, and S, would affect the reliability of classifier trained on them, so
we should improve the accuracy of this procedure to make sure pixels in S, and S,

are associated with high probability to belong to target and background areas.
Thresholding is the simplest way to segment images and the selection of proper
threshold is of fundamental importance. In the literature, several threshold-selection
methods have been proposed. Among them, we adopt the threshold-selection method
based on the Bayesian decision theory, which is shown to be effective in many seg-
mentation scenarios. However, due the complexity nature of SAR images, the
threshold obtained from the original images can not separate the target from the back-
ground correctly. An effective solution is to estimate threshold from the magnitude
image. Here, we first extract the Gabor texture of each pixel in a sliding window as
well as the mean value to obtain a multidimensional feature vector. Then the magni-
tude of each feature vector is computed. Finally, the selective Bayesian thresholding

is applied to the magnitude image / , .
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The threshold value 7 obtained from the above approach can separate the target
from the background in/,. However, due to the loss of information of magnitude
operator, the result is affected by high uncertainty and sometimes incorrect when the
magnitude of target and background is interlaced. Nevertheless, the value T
represents a relative reasonable threshold to identify the sets S, and S, . According to

this observation and the following F. Bovolo [6], the offset constants o, , J, are intro-
duced and the final threshold result is defined as (see Fig.2(a)):

il <r-6)"" (1)

n=1

S, ={x” e R’

MxN

S, ={x, e Wi/ 2T+6,} @)

where x is a d-dimensional feature vector of the nth pixel in/, and i,{ is the magni-

tude of the nth pixel in /.
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Fig. 2. (a)thresholding segmentation of introducing offsets; (b)revised SVDD including positive
and negative examples

Depending on the size of input image, the cardinality of S, and S, can be high. To
decrease the computational cost, we randomly select part of S, and S as the training
examples for the SVDD classifier.

2.2 Image Segmentation Base on SVDD Including Negative Examples

In this part, we employ the SVDD technique to classify the rest patterns into target
class and background class. Given a set X :{xi}f=l , SVDD aims at defining a mini-

mum volume hypersphere in the kernel space to include all (or most) of the target
patterns in X by minimizing a cost function. To reduce the effect of outliers, we intro-
duce slack variable & and the minimization problem of the minimum enclosing ball

(MEB) with center ¢ and radius R ( R >0) can be defined as:
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.
g}g(R + CZ@J A3)

i=1
s.t. ||¢(x,.)—a||2SR2+§i,§[20,Vi21,-~-,k (4)

where C is regularization parameter that gives the tradeoff between the volume of the
description and the errors. The above problem is usually solved by:

=~

max{zk:aiK(x,.,x,.)— aiajK(xi,xj)} (3)
O =

i,j=1

k
st. Y a,=1,08q,<C,Vi=1,k (6)
i=1
In the minimization of the above problem, a large fraction of the weights become 0
and only a few patterns x, with non-zero ¢, which are called as support vectors (SVs).
Then the center a is expressed as a linear combination of objects with non-zero ¢, :

k

a=7Y of(x,) @

i=1
By definition, R’ is the square distance from a to one of the SVs on the boundary:
[

:K(xi,xi)—ZZa,.K(xi,xj)+iaja,(xj,x,) (3)

Jj=1 Jil=1

R* = H¢(xi -a)
Given a test pattern z , the decision rules become as follows:

S, < ||¢)(z)—a||2 <R’ o)
S, <%||¢(z)—a||2 >R’

The above SVDD classifier involves only target examples in the definition of the cost
function. As a result, the obtained decision boundary is usually secund to the target
and can not classify patterns precisely. To improve the data description of the SVDD,
we involve both positive and negative examples and reformulate the problem as fol-
lows (see Fig.2(b)).

Employ the technique described in previous section on the negative and positive
examples, respectively, to obtain the center and radius of MEB as well as the support
vectors, i.e., (a,,R,SV,) and (a,,R,, SV,). Given a pattern z, evaluate the dis-
tances, i.e., d,and d,, from z to the centers @, and a,, respectively, then the decision
rules can be reformulated as: 1)Ifd, <R andd, >R,, z belongs to A and will be
assigned to the target class; 2)Ifd, > R andd, <R,, z belongs to B and will be as-
signed to the background class; 3)Ifd, <R, andd, <R, or d, >R andd, > R,, zbe-
longs to CUD , then the minimum distance classifier based on SV, and SV, will be
adopted to decide its final assignment.
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The d, and d, in the above rules are obtained by:

d;=lo(z)-a. i=12 (10)

3 Experimental Results and Analysis

To test the validity of the proposed method, several experiments have been organized
on real and simulated SAR images and compared to the classical Otsu method and
SVM method. Here, we just show three of them. In all of the experiments, we use the
same kind of features as well as the same kernel function (Gaussian kernel function)
for the SVM and our methods and the width & of the employed Gaussian kernel func-
tion and the parameter C are set with respect to different images. The sizes of sliding
widow are5x5 and7x7for real and simulated SAR images, respectively. The offset
constants 51,52 are the 0.2 times of the threshold value to the minimal and maximum

magnitude.

Experiment 1(see Fig.3) was carried out on real SAR images. Fig.3(a) are the orig-
inal real SAR images, Fig.3(b), (c) and (d) are the results of the Otsu method, the
SVM method and our method, respectively. It can be observed that in Fig.3(b), the
pixels of target and background intermix with each other and cannot offer accurate
and meaningful information about the target. Though Fig.3(c) and Fig.3(d) cannot
present the exact boundaries, they obviously achieved better performance both in
retaining coherence and uniformity. Compared to the SVM method, our method
achieves better performance in keeping details.

(a) (b)

Fig. 3. Experiment 1:(a)the real SAR images;(b)segmentation of Otsu method;(c)segmentation

of SVM method;(d)segmentation of our method

© (@) (e)

Fig. 4. Experiment2: (a) the simulated SAR image; (b)segmentation of Otsu method; (c)
segmentation of SVM method; (d) segmentation of our method; (e) the reference result

(a) (b
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Fig. 5. Experiment 3: (a) accuracy varying with the width ¢ of the Gaussian kernel function ;
(b) training time varying with the number of train samples

Experiment 2(see Fig.4) was carried out on simulated SAR image. Fig.4(a) is the
original image, Fig.4(b), (c) and (d) are the results of the Otsu method, the SVM me-
thod and our method, respectively. The reference segmentation of Fig.4(a) is
presented in Fig.4(e). It is obvious that the SVM method and our method are more
effective than Otsu in dealing with severely noised image. From Fig.4(c), (d) and (e),
we can clearly observe that compared to the SVM method, our method is able to ob-
tain result more analogical to the reference one.

Experiment 3(see Fig.5) was carried out on Fig.4(a) to provide quantitative com-
pare of the SVM and our method. Fig.5(a) clearly shows that compared to the SVM
method, our method is more robust against varying parameters and achieve higher
accuracy. Fig.5(b) explicitly indicates that our method can definitely accelerate the
training phase when dealing a large set of training samples (the number of training
samples increases with the size of input image), and therefore to accelerate the whole
segmentation procedure.

4 Conclusion

In this paper, a novel unsupervised segmentation method for SAR images combining
threshod-selection and SVDD has been proposed. Experimental results show that the
new method can achieve better segmentation in retaining consistency and uniformity
while compared to the Otsu method, and achieve stronger robustness against varying
parameters while compared to the SVM method. Future work aims to test our ap-
proach on different features and introduce a procedure for adaptive selection of fea-
tures to obtain optimal segmentation.
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Abstract. Because of the imaging characteristic of Synthetic Aperture Radar
(SAR) building areas, an approach based on the level set approach is used to
segment building areas. We use the edge feature based on exponential wavelet
and texture feature based on variogram to build the energy criterion model, and
then the evolutive curve is implemented by minimizing the energy criterion
model via variational level set approach to detect the building areas. Compared
to the traditional energy criterion model based on the gray information, experi-
mental results show that the proposed model is effective and building areas of
large SAR image is detected accurately.

Keywords: SAR, Image segmentation, Building Areas, Level set, Variogram.

1 Introduction

Because of the unique advantages of Synthetic Aperture Radar (SAR), SAR has be-
come an indispensable method to obtain multi-band and multi-polar high resolution
images. Therefore, the segmentation of Man-Made targets, such as buildings, bridges
in large SAR images are aroused widespread concern. This paper mainly studies the
building areas of large SAR image segmentation.

In recent years, image segmentation based on the level set method has vigorous
development. Chan and Vese put forward Chan-Vese model[1] based on the Mum-
ford-Shah model[2]. Paragios proposed Geodesic Active Regions model [3] based on
the gray probability distribution. But because of the speckle noises, the above models
which only rely on the gray information cannot achieve good results. SAR images
have much texture information, so the proposed model in this paper is based on the
texture feature. And the results show that it can achieve perfect segmentation.

2 The Proposed Energy Criterion Model

2.1 Texture Feature Based on Variogram

In large SAR images, building areas change dramatically in gray level, and have ar-
rangement rules and certain structural, which is an effect way to distinguish building
areas. The variogram function[4,5] can describe the similarity between image pixel

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 33—@
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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and its neighbor pixels, so it can reflect the structural and statistical characteristics of
images. In this paper, texture feature R (h) of image f (x) is computed by

R(h)= 2N1(h)A,iz(:j)(f()‘,)‘f()ﬁ+h))Z @

N (h)is the number of pixels which have an interval of , so we need to fix on the
interval directions. In this paper, we select four directions: 0°, 45°, 90°, 135°.
Therefore, for a window image w(x, y) , in which (xo, Yo ) is the centre, the texture
features of four directions are:

1 xptd  y +d—h

R’ (h)= w(x,y)-w(x,y+h 2 @
(h) 2N (h) 52 y:yn?d( (%, y)=w( )
1 Xo+d—h y,+d—h 2 3
R*(h) = w(x,y+h)—w(x+h,y )
(h) 2N(h) S Zd( ( )—w( )
90 1 Xy +d—h ‘“il ( )2 (4)
R h)= WX,y )—wi(Xx + h, y
(h) 2N (h) S 5 (x,y)-w( )
135 1 xo+d—h yo+d—h 2 (5)
R7(h)= w(x,y)—w(x+h,y+h))
( ) 2N (h) — ":v[)—ll( ( ) ( ))

and the size of the window image isW xXW ,W =2ed +1, so the texture feature of
the widow image is

R(h)=(R" (h)+R" (h)+R" (h)+R™ (h))/4. (6)

We can see that the texture feature R(%)is influenced by the interval /4 and the size

of window W . If his too small, the noises will be detected as the targets. And if & is
too big, the backgrounds of the building areas will be more.

2.2 Edge Function Based on Exponential Wavelet

Because of the speckle noise, the traditional edge detection operator cannot get nice
results. And exponential wavelet deriving from Gaussian function can not only en-
hance the edge of image, but also smooth the even areas, so we can detect edge accu-
rately based on the exponential wavelet.

The Gaussian function of two dimensions in § scale is defined as follow:

G(x,y,s)=exp(—(x2+y2)/(2sz)). 7)
The two deriving wavelet functions with two directions X and y are:

Wo(x,y,s)=%;cy’s)=—fexp(—(x2+y2)/(2s2)) (3)
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Woo (x,,8) =_8G(;c),}y,s) = —%exp(—(x2 +yz)/(2s2 )) . )
WI, (x,,5) =W, (x,y.5)* f (x.y) (10)
WY:JO(x,y,s)=Wq0(x,y,s)*f(x,y). (11)

The grads modulus of image f (x, y) is defined as:

M(x,y,s)Z\/WYZ)(x,y,s)—FW'I;O(x,y,S) . (12)

And the edge function g can be defined as:
g(M)=1/(1+M7). (13)

2.3 The Proposed Energy Criterion Model
The proposed energy model is

E=aE, +pE (14)

area

E . is edge energy model, and E_  is area energy model.

For every pixel of the image, the texture feature of its window image is its texture
value, so we can obtain the texture image R (x, y) corresponding to the im-

age f (x, y) . And the area energy model based on texture feature is defined as

Epa =VS(O)+4 [ |R(xy)-Re| dsy+4, [ [R(x.y)=Re[ day. (1)

inside(C) outside(C)
s(c)is the neighborhood area of the evolutive curve C, v, A, 4, are weight coef-
ficients. Rc , Rc_are the mean texture values inside and outside the curve C in texture

imageR(x,y).

For the evolutive curve C( p), the edge energy model can be defined as:
E, =[g(M)dp. (16)
C

g is the edge function, g€ [0,1], and if gis close to 0, Cis close to edge of the
image. So, the proposed energy model is:

E=0{\/S(C)+001I J |R(x,y)—Rcl|2dxdy+0012 j |R(x,y)—RcZ|2d)cdy+ﬂjg(M)dp (17)

inside(C) ourside (C) C
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According to the level set method, for image field Q , the curve C can be as the zero
level set of a Lipschitz function ¢ : Q — R, and the level set function ¢(x, y) is de-
fined as[1]

>0, (x,y) s inside  C, (x,y)eQ

. 18

¢(x,y) =0 (x,y) eC, (x,y)eQ (18)
<0 (x,y) s outside  C, (x,y)eQ

The Heaviside function and Dirac function

1 z20 d
H = , O =—H 19
(2) {O <0 (2) " (z) (19)

are used to change Integral field to image field. So,

E(9) =ov | H(g)dicdy+ 0| R(x.y) R H(g) dcly

(20)
40, [|R(x.y) ~Ref (1=H(¢)) dcy+5] s )| Ve
Q Q
The texture image R(x, y) can be defined as

R(x,y) = Re,H (§(x, y)) + Re,(1= H (§(x. y))) @n

Make ¢ unchanged, and minimize the energy function to get

[R(x.y) H (9) dxdy [ R(x.y) - H (¢))dxdy

Rc, =+ (22)

»Re, = =
[ (9) dxdy [ = H (¢))axdy

In practice, we use regularizations of Heaviside function and Dirac function as
follows :

H“(z)=l(1+£arctan(ﬂ)j, §zg(z)=iH2€(z)=l° 28 . (23)

2 T £ dz T &£ +z

Keeping the Rc,, Rc,fixed, and minimizing the model with respect to ¢, we deduce

the associated Euler-Lagrange equation for ¢ :

— = (24)

9 [ V¢ 2 2
——628(¢)[,dev(g|V¢|j—av—a/11(R—Rcl) +a/12(R—Rc2) j (25)
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Parameterizing the descent direction by an artificial time 7 > 0, we use a finite differ-
ences implicit scheme to discretize the equation in ¢(x, v, t) .

Supposed Ah as discrete step, so
@' = ¢(iAh, jAh,nAL) , ¢ =@ +V At (26)
2 2 V¢
V=-av-ol (R-Rc) +ai (R-Rc,) +ﬂdiv(gﬁj (27)
2 2 Vo

Fig.1 shows the flow of the proposed algorithm based on the level set method.

Yes | Eo=E
texture feature area energy model 0
N [R—
based on variogram Earea N
The proposed energy model level set evolution the image segmentation
-t ]
if E<Eo result

edge function based
. edge energy model
on exponential ~ [—# E

wavelet  cdee

Fig. 1. The proposed algorithm

3 Experiment Results and Discussion

We use two SAR images to test the proposed method. Fig.2 shows the segmentation
result of the interest building areas. Fig.2 (a) 1 is the SAR image which has more
buildings, and Fig.2 (a) 2 is the SAR image which has a few of buildings. Fig.2 (b) 1~2
are the image segmentation results based on the traditional CV model, and we can see
almost all background is also segmented. So, the model based on the gray information
is not suitable for SAR images. Fig.2 (c) 1~2 shows the image segmentation results
based on the proposed model, and we can see the building areas are segmented

(a)2 | (©)2 (@2

Fig. 2. The segmentation results of the interest building areas. (a)1~2 the orginal SAR images;
(b)1~2 the segmentation results based on CV model; (c)1~2 the segmentation results based on
the proposed model; (d)1~2 the segmentation results after removing flase areas.
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accurately and effectively. But some false areas are also segmented, and we can re-
move these false areas according to their area sizes. Fig.2 (d) 1~2 are the results after

removing the false areas. Here, when computing, h=3 ,W=11,v=4=4 =1,
a=pF=1.

4 Conclusion

In this paper, an approach of building areas segmentation of SAR images based on the
level set method is presented. Compared to the energy model based on the gray infor-
mation, the proposed model based on the texture feature can segment more exactly.
But when the texture feature is extracted, the interval 4 is chosen after much experi-
mentation. How to choose the interval self-adaptively is our next research work.

Acknowledgments. This work was supported by the project of National Natural
Science Foundation of China (NSFC) and the number of project is 61072141.
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Abstract. A method for synthetic aperture radar (SAR) image classification in
urban areas based on modified Unit-linking pulse coupled neural networks
(Unit-linking PCNN) and texture feature is presented. Unit-linking PCNN is
modified to be two levels in order to make it classify more classes. The primary
level corresponds to determining the initial threshold value of the secondary
level, and in the secondary level, the similar neurons are captured using Unit-
linking PCNN. Because of the imaging characteristic of SAR building areas, the
texture feature of the neuron’s nxn window image is used as the input pulse
signal. Experimental results show that the proposed method is effective.

Keywords: Synthetic aperture radar (SAR), Image classification, Unit-linking
PCNN, Urban areas.

1 Introduction

Pulse Coupled Neural Network (PCNN) is a result of the research that focused on the
development of artificial neuron models that are capable of emulating the behavior of
cortical neurons observed in the visual cortices of cats [1]. Because of the one-to-one
correspondence between image pixels and network neurons, and the ability of
capturing the linking neurons, PCNN is widely used in image segmentation [1~3]. But
the parameters of PCNN models which influence the segmentation result are
complex. Conversely, in Unit-linking PCNN model proposed in reference [4], the
parameter number decreases from 6 to 3.

Because SAR images have speckle noise and complex grey distribution, the
traditional Unit-linking PCNN can’t obtain good results. So, in this paper, the modified
Unit-linking PCNN and texture feature are used to classify SAR images in urban areas
to more classes, and the results show that it can achieve perfect classification.

2 Unit-Linking PCNN
2.1 Unit-Linking PCNN

Fig.1 is a simple unit-linking pulse coupled neuron (unit-linking PCNN) model, and all
parts are described as follows:

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 39
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(1)Feeding receptive field: for the neuron (i, j) , in the n-th iteration, the receptive field
has two parts:

a) the input impulse signal: F;[n]=S, (1)
b) the linking input: In PCNN, L, of neuron(i, j) is complex, because it relates not

only to the number of neuron fired in its neighborhood, but also to the weight
coefficients. In fact, the impulse wave should transmit as long as there are suitable
channels, just like water. So, in Unit-linking PCNN, as long as there are neurons fired

in its neighborhood, L is equal to 1.
1, Y [n-1]>0
L[n] = keNz(i,j) ‘ (2)

0, else

N(, j)is the neighborhood of neuron (i, j), which includes 8 neurons(see Fig.2). So,
in Unit-linking PCNN, the impulse transmission wave is easy to analyze and control.
(2)Internal activity: the neuron (i, j)’s internal activity

U,[n]= Fy[nl(1+ BL[n]) . (3)
[, a positive constant, is referred to as the linking coefficient of the neuron.
(3) Pulse generator: the neuron (i, j)’s pulse output

L if U.nl26.n]
Y,In]= gt = B 4
'][n] {0, if UU[YL] < 9,,[”] 4)
and 6, [n]is the threshold which is defined as follows:
\
6,(n= e 6,[n—11+V,Y,[n] (5)

bias S o =

¥ <

F > _/_

U =F(1+ BLY

Feeding receptive

Feld Internal activity Pulse generator

Fig. 1. Simple pulse coupled neuron model

When PCNN is used in image processing, the number of network neurons is equal to the
number of image pixels. And the initial values of U , L and @ are assumed to be zeros.
In the first iteration, U is equal to F , & of all neurons decrease from the initial value. If

6, of neuron (i, j)decrease to be equal to or less than corresponding U, , the neuron
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(i, j) is fired, and its output Y, is equal to l.Simultaneously, 6, of the fired neuron
increase fast. When 6, decreases to be equal to or less than U, again, the neuron fires

again. In the above process, the fired neurons communicate with their neighbors, and the
output of each neuron affects the outputs of its neighbors. The result is an auto wave that
expands from an active pixel to the whole region, which can realize image classification.

2.2 Modified Unit-Linking PCNN

The main idea of modified Unit-linking PCNN is dividing Unit-linking PCNN iteration
into two levels: the primary level corresponds to determining the initial threshold value
of the secondary level, and in the secondary level, the similar neurons are captured
using Unit-linking PCNN. The whole steps are described as follows: the input impulse
signal, the linking input, and the neuron’s internal activity are the same as traditional
Unit-linking PCNN’s. But the two levels have their own thresholds 6, and 6, . The

initial values of U , Land Y are assumed to be zeros. When starting the primary level,
letg, =F,, ,and F,_ isthe maximum of the input impulse signals. The neurons whose

input impulse signals are equal to F, will pulse naturally. Then the secondary level

starts, 6, decreases from 6, in order to capture neurons. Until no neuron can be

captured, the secondary level ends. Then the thresholds of neurons fired are made large
to avoid to be fired again and all outputs Y of the network are initialized to be zeros.
Get in the primary level again, and 6, decreases until some neurons can fire naturally.

Then go to the secondary level to cluster. The two levels are iterated until all neurons
in the network are fired.
Fig.3 is the detailed steps of modified Unit-linking PCNN.

Initialize the thresholds
0 =0 =max(F) End the secondary level;
P ! make the thresholds of

* neurons fired large;

initialize all Y to be zeros
All neurons are™ Y¢S @
fired?

No

the numbers of neurons)
ired are unchanged?

Get in the primary level, and
decrease g fire naturally
»

Get in the secondary level;

modify 6 . and capture
Y 0,

neurons neighborhood

b

Fig. 2. The structure of each Unit- Fig. 3. The detailed steps of modified Unit-linking
linking PCN PCNN

3 SAR Image Classification Using Modified Unit-Linking PCNN

(1) The input impulse signal: because of the speckle noises, the grey distribution of
SAR image is uneven. And SAR images in urban areas have much unique texture
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information. So, we use the texture feature of the neuron’s nxn window image based
on the variogram function as the input impulse signal.

The variogram function[5,6] can describe the similarity between image pixel and its
neighbor pixels, so it can reflect the structural and statistical characteristics of images.

In this paper, texture feature R (#)of image f (x)is computed by

R(h)z21\/1(/1)Ai:“].q(f()‘f)—f()C,v+h))2 ©)

N (h)is the number of pixels which have an interval of %, so we need to fix on the

interval directions. In this paper, we select four directions: 0’ , 45", 90° , 135 .

Therefore, for the neuron (i, j) , the texture features of its window image w(x, y) are:

i+d j+d—h
R’ (h > (w (x,y+h)) ©)
x=i—d y=j-d
i+d—h j+d— h )
R*® (x,y+h)—w(x+h,y)) )
x=i—d y=j— d
i+d—h j+d
" w(x+hy)) ©)
x=i—d y=j— d
R (h)z 1 iﬂl?hjih(w(x’y)_w(x+h,y+h))2 ’ (10
2N (h) &5

and the size of the window image is WxW , W =2ed +1, so the texture feature of
the widow image is

R; (h)=(R" (h)+R*(h)+R" (h)+R™ (h))/4. (11)
In this paper, the size of window is 5x5 . So, the input pulse signal is as below:
F,[n]=R,(h) (12)

(2) The number of iteration N: in a PCNN model, the number of iteration directly
determines the classification effect. When N is large, more time is required to compare
the final results repeatedly, which makes automatic evolvement impossible. In this
paper, the primary level ends when the all neurons are fired, and in the secondary
level, if the number of neurons fired is unchanged in iteration, the secondary level
iteration terminates.

(3) The methods of decreasing the thresholds 8, and 6, : Because the primary level

corresponds to determining the initial threshold value of the secondary level, it should
be defined as:

0, n]= max(F,,, (p.q)e fire) (13)

The threshold 8, of the secondary level which should be decreased slowly to capture
similar neurons is defined as below:
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o, [n2]=me [nz—l] s me[nz—l]zl z qu[nz—l] (14)

m P.qe€ fire

Fm [n—1]is the mean of F of neurons fired at n-1-th iterative time in the secondary

level.

(4) The linking coefficient f: fcan control the influence of the linking input on the
internal activity. The bigger fis, the more neurons captured to be fired are. According
to the proposed method, in the primary level, =0, and in the secondary level,
because different classes are clustered, different linking coefficient # should be used.

4 Experiment Results and Discussion

Two SAR images are used to test the validity of the proposed method. The
experimental results of SAR image classification using the proposed method and the
traditional Unit-linking PCNN are shown to be compared. Fig.4 (b) 1~2 are the results
of image classification using the traditional Unit-linking PCNN. We can see that the
classification images are binary, so the urban areas are mixed in the background and
can’t be recognized. Fig.4 (c) 1~2 are the results of image classification using the
proposed method. In Fig.4(c) 1, we set the linking coefficients of the secondary level
f,=0.1and S, =0.15, and the urban areas, background and the water are classified

effectively and clearly. In Fig.4(c) 2, the linking coefficients of the secondary level are
£,=05 and B,=0.8. From the classification result, we can see the urban areas,

background, and the road are classified nicely.

(@2 ' ©2

Fig. 4. The results of image classification.(a)l~(a)2: Original SAR images; (b)1~(b)2: The
results of image classification using the troditional Unit-linking PCNN; (c)1~(c)2: SAR
classification images using the proposed method (class=3)
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5 Conclusion

In this paper, the modified Unit-linking PCNN is proposed to classify the SAR
images in urban area. As results above show, the SAR image classification using
modified Unit-linking PCNN is effective. However, the linking coefficients /in the
secondary level are chosen after many experiments. How to choose S self-adaptively

according to image is vital to Unit-linking PCNN for achieving the best effect. And
it’s the key point of research in the future.

Acknowledgments. This work was supported by the project of National Natural
Science Foundation of China (NSFC) and the number of project is 61072141.
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Abstract. A variety of convenient services have been provided by cloud com-
puting to end users. So providing safe and reliable service assurance is quiet
important. Many Network-based intrusion detection systems (NIDS) are used to
obtain the packets from the cloud. It has lower detection rate, higher false-
positive rate and is unable to resist the single point attack of failure. In this pa-
per, multiple intrusion detection systems (IDSs) are deployed in each layer of
cloud infrastructure for protecting each Virtual Machine (VM) against threats.
We also propose the cloud alliance concept by the communication agents ex-
changing the mutual alerts to resist the single point attack of failure. The simu-
lation results indicate that the proposed system have a higher detection rate,
lower false-positive rate and can resist the single point attack of failure.

Keywords: Cloud Computing, Detection Rate, VM-based IDS, Cloud Alliance.

1 Introduction

According to different deployment mechanisms, IDS can be divided into software-
based IDS, hardware-based IDS and VM-based IDS [1]. In the proposed virtual cloud
infrastructure, due to the highly heterogeneous architecture, the VM-based IDS new
structure is the core of the paper.

Owing to the combination of the means of cloud service and the different deploy-
ment of cloud computing, new security challenges emerge such as how to resolve the
deployment of the virtual infrastructure in cloud platform when virtual technology
provides the flexible deployment of resource for cloud computing platform. So it’s
necessary to deploy IDS sensor to monitor the separated VM at each layer which is
controlled by the VM management unit. In order to integrate and analyze the alerts
generated by multiple distributed sensors deployed in cloud, a plug-in-concept is pro-
posed in core management unit .Furthermore, in the paper, the single point attack of
failure must be considered, that is to say, to realize cloud alliance concept by the
communication agents. All above are proposed in proof-of-concept to realize the ar-
chitecture.

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 45-@
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2 The Related Work

App App o App application
layer
Application management
Guest Guest . Guest
os os os platform
layer
VM1 VM2 e VMn
Virtual platform management
Host os management system layer
Hardware Hardware layer

Fig. 1. Architecture of cloud computing

2.1 The Related Cloud Model

As shown in Fig. 1, the cloud architecture can be divided into specific four layers.

The hardware layer which doesn’t join the cloud directly we don’t introduce spe-
cifically here.

Cloud computing software as a service (SaaS) is provided by the cloud provider
and could be accessed by the interfaces of a variety of clients. The underlying infra-
structure of the cloud including networks ,servers, operating systems, storage or even
a single application functionality need not to be managed by the user. SaaS’s case is
such as Google’s app engine, Alibaba, Babai-off and so on.

Cloud computing platform as a service (PaaS), the application development envi-
ronment created by the tools (such as Java, python, .Net) provided by provider are
automatically developed to the cloud computing infrastructure. The underlying cloud
infrastructure including networks, servers, operating systems and storage needn’t to
be managed and managed by the user. The consumer could control and deploy the
application and environment. For example, this type of service could be provided by
Windows Azure.

Cloud infrastructure as a service (IaaS), computing power, storage capacity, net-
work rental provided by provider are available to users. Any software including oper-
ating system and application configuration could be deployed by users. The underly-
ing infrastructure are not be controlled or managed by users .Amazon is a typical IaaS
service provider.

So as [2] described, each layer is extremely likely suffered from attacks.

2.2 Denial of Service ( DoS) and Distributed Denial of Service( DDoS) Attack

In order to make the computer and network denied serve the normal service by con-
suming bandwidth and host system resources, mining program defects and providing
false DNS information. For example, network communication is blocked and access
to service is denied, server crashes or service have been damaged. The denial service
capability of DDoS [3] is increased by depending on client and server technology
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with multiple computers together as an attack platform to launch DoS attack to one or
more targets and generate more attack traffic than DoS.

3 Proposed Architecture and Simulation

VM management

Virtual Virtual || Virtual
Host Platforn Applicatio
MANAgement | yonaoenenq (NANAgEMENt

packet

(Communicationa—,

|
|
OA

Fig. 2. The core management unit

3.1 VM Management

As shown in Fig 2, Network-based or host-based IDS sensors of different layers in
virtual environment are managed by VM management unit which is a part of core
management unit. The state of VM such as start, shutdown, stop, continue, reset or
update and weather the VM is running, how its platform are involved in virtual envi-
ronment information. The attacks related to the virtual component could be recog-
nized by the provider with the VM management unit.

3.2 Collector

Alerts generated from each layer multiple sensors are collected by the component.
Then the alert with the format of IDMEF [4] has been proposed as a standard to ena-
ble interoperability among different IDS approaches. A message with the type of
IDMEF message is the part of IDMEF library which is based IDMEF XML scheme
by RFC [5]. However due to the highly heterogeneous architecture, especially VM-
based new structure IDMEEF is inevitable.
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3.3 Analyze and Compare and Threshold Computing

The alerts unified by the front component are passed to database to compare with the
signatures. If the type of packet is correspondence with the one listed in the database,
then the alert is considered to be anomaly and to be dropped. Otherwise the alert is
continued passed to threshold computing. Thus, the time comparing is saved and the
detection efficiency is promoted. The threshold computing formula is described as
follows:

Threshold =w +u *v. (D)

W means the average of the same type alerts received during a specific time interval.
U means the standard deviation. V is a constant dynamically determined by adminis-
trator. If the result computed is larger than the specific threshold, then the packet is
considered to be anomaly.

3.4 Communication Agent

In order to avoid the single point attack of failure, alert is passed to another cloud
region’s communication agent mutually through the internet. Then the received alert
is further judged its reliability as the following formula called vote method.

#number of IDSs sends the same alert

#number of IDSs in the cloud

>0.5. )

If the result is larger than 0.5, the packet is considered to be anomaly. Meanwhile its
rule set is sent to database and the alert is passed to other cloud region communication
agent.

3.5 Simulation

To test the feasibility of the above mentioned architecture, we simulate the experi-
ment. It consists of two servers A and B in different cloud regions. A executes two
VMs including F-Secure sensor and snort sensor. B executes three VMs including two
Samhain [6] sensors and one snort sensor. Attacker firstly launches attacks like
TCP/TP packets, SYN flooding [7] to the servers in the format NMAP to scan the
ports. We also compare with the NIDS system deployed in the cloud. The experiment
result is as follows.

Table 1. The detection condition of SYN flooding

Simulate systems Detection rate False-positive rate Negative rate
NIDS system 82% 0.8% 1.12%
Proposed system 94.27% 0.55% 0.52%

The architecture’s simulation results prove that the proposed system has higher de-
tection rate, lower false-positive rate and negative rate.
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4 Conclusion

Considering the complexity of the cloud security architecture, a extensible VM-based
multiple IDS is deployed in each layer to monitor specific virtual component and the
core management unit are constructed by multiple plugs with the IDMEF standard to
realize the ideas of virtualization and cloud alliance which is mainly used for avoiding
the single point attack of failure through the communication agent.
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Abstract. A zero-voltage-switching (ZVS) voltage doubled single-ended
primary inductor converter (SEPIC) is presented in this paper. An active clamp
circuit is added to the conventional isolated SEPIC converter to clamp the
voltage across the switches and provide ZVS operation. Voltage doubler is
adopted as an output stage to provide high voltage gain and confine the voltage
stress of output diodes to the output voltage. Moreover, the reverse-recovery
problem of the output diodes is alleviated due to the leakage inductance of the
transformer. This converter besides an electrical isolation provides higher
efficiency due to soft-switching commutations of the power semiconductor
devices. The operation principle and steady-state analysis of the proposed
converter are provided. A prototype of the proposed converter is developed, and
its experimental results are presented for validation.

Keywords: Zero-voltage-switching, DC-DC converter, SEPIC.

1 Introduction

SEPIC converter has been adopted for many applications such as power factor
correction [1], photovoltaic system [2], and LED lighting [3]. However, it has several
drawbacks. Its switching loss is large because of its hard-switching operation. To
reduce the volume and weight of a converter, switching frequency needs to be raised.
High frequency operation allows reduction of the volume and weight of magnetic
components and capacitors. However, switching losses and electromagnetic
interference noises are significant in high frequency operation. Another drawback is
its high voltage stress. In conventional isolated SEPIC converter, the voltage stresses
across switches and output diodes are serious and additional snubbers are required to
suppress them.

In this paper, a ZVS voltage doubled SEPIC converter is proposed. In order to
clamp the voltage across the switches and provide ZVS function, an active clamp
circuit consisting of a clamp switch and a capacitor is added to the conventional
SEPIC converter. In addition, a voltage doubler is adopted as an output stage to
provide high voltage gain and confine the voltage stress of output diodes to the output
voltage. Moreover, the reverse-recovery problem of the output diodes is alleviated
due to the leakage inductance of the transformer.

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 51
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Fig. 1. Circuit diagram and key waveforms of the proposed converter

2 Analysis of the Proposed Converter

Fig. 1 shows the circuit diagram and key waveforms of the proposed converter. The
switches §,, and S, are operated asymmetrically and the duty ratio D is based on §,,,.
The transformer 7T has a turn ratio of l:n (n= NJ/N,). To simplify the steady-state
analysis, it is assumed that the voltages across the capacitors C., Cy, C,;, and C,; are
constant.

2.1 Operation

The operation of the proposed converter in one switching period 7 can be divided
into six modes. Before #,, the switch S, and the diode D,; are conducting.

Mode 1 [ty t;]: At ty, S, is turned off. Then, the energy stored in the magnetic
components starts to charge/ discharge the parasitic capacitances of S, and S..
Therefore, the voltage v, across S, starts to fall and the voltage v, across S, starts to
rise. Since the parasitic capacitances of the switches are very small, the transition
interval is very short and it can be neglected. Therefore, all currents can be assumed
as constant during this mode.

Mode 2 [t, t;]: At t;, the voltage vg, becomes zero and the body diode of S, is
turned on. Then, the gate signal is applied to S,,. Since the current has already flown
through the body diode and vg, becomes zero before S, is turned on, zero-voltage
turn-on of S, is achieved. Since the voltage across L, is V;,, the current i;; is linearly
increasing from its minimum value /;,. Since the primary voltage v, is —V;, and it is
reflected at the secondary side, the magnetizing current i, increases linearly from its
minimum value —/,, and the diode current ip,; decreases linearly from its maximum
value [, Dol

Mode 3 [1,, #;]: At t,, the secondary current changes its direction. The diode current
ip,; decreases to zero and D,; is turned off. Then, D,, is turned on and its current
increases linearly. Since the changing rate of ip,; is controlled by the leakage
inductance of 7, its reverse-recovery problem is alleviated significantly. Since v, is
maintained as —V,,, i,, decreases with the same slope.
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Mode 4 [t3, t4]: At 15, S,, is turned off. Then, the energy stored in the magnetic
components starts to charge/ discharge the parasitic capacitances of the switches.
Therefore, the voltages vg,, and v, start to rise and fall with a similar manner in Mode
1. With the same reason, this transition interval is very short and it can be neglected.

Mode 5 [t,, t5]: At t,, the voltage vs. becomes zero and the body diode of S. is
turned on. Then, the gate signal is applied to S.. Since the current has already flown
through the body diode and vg. becomes zero before S, is turned on, zero-voltage turn-
on of S. is achieved. Since the voltage across L; is —(V,,/(1-D)-V,,), the current i;; is
linearly decreasing from its maximum value ;. Since v, is DV;,/(1-D), the current i,
decreases linearly. The current ip,, decreases linearly from its maximum value Ip,,.

Mode 6 [5, t5]: At ts, the secondary current changes its direction. The diode current
ipo> decreases to zero and D,; is turned off. The reverse-recovery problem of D,; is
also alleviated due to the leakage inductance of T. Then, the diode D,; is turned on
and its current linearly increases. Since vp is DV,/(1-D), i, increases with the same
slope and it approaches to its maximum value 7, at the end of this mode.

2.2 Voltage Gain

Since the average value of the output diode current is equal to the average output
current Io and the average voltage across the leakage inductance L; of T should be
zero at steady-state operation, the voltage gain of the proposed converter is given by
1% nD(1-2d)

14

V., :(D—d(ZD—l))(l—D+d(2D—1)) ’ (M

8L, 1
d=11- |- SLL | )
2 nV, DT,

3 Experimental Results

The prototype is implemented with specifications of V=24V, V=160V, P,=100W.
The circuit parameters are L;=320uH, C=Cy=13.2uF, C,=C,,=220uF, n=3, leakage
inductance=70uH, magnetizing inductance=180uH, f=100kHz. Fig. 2 shows the
experimental waveforms of the prototype of the proposed converter. It can be seen
that the experimental waveforms agree with the theoretical analysis. The input current
is continuous. It is clear that the reverse-recovery problem of the output diodes is
alleviated dramatically by the leakage inductance of 7. The ZVS of Sm and Sc is
achieved. The proposed converter exhibits an efficiency of 93.2% at full load
condition. Due to its soft-switching characteristic and alleviated reverse-recovery
problem, the efficiency was improved by around 2% compared with the conventional
isolated SEPIC converter.
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Fig. 2. Experimental waveforms

4 Conclusion

A ZVS voltage doubled SEPIC converter has been proposed. It provides a continuous
input current and minimizes the voltage stresses of the switches. Due to soft
commutation of semiconductor devices, higher efficiency can be obtained compared
to the conventional isolated SEPIC converter.
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Abstract. Nowadays, the research and practice of CALL have been paid great
attention in the foreign language learning and teaching. But the research on the
application of CALL into reading teaching is less developed. In this paper, the
author attempts to use empirical study to illustrate how to improve the teaching
of reading and classroom efficiency by multimedia and Internet.

Keywords: multimedia, Internet, reading of reading, assisted teaching.

1 Introduction

Computer-Assisted Language Learning (CALL) is a new mode of modern educational
technology. It has been an inevitable outcome of the combination of multi-media
technique and educational theories since it entered the field of education. It has been the
main current of the development of education modernization to use the technique into
the field of education. As a teaching method, CALL is widely used in classroom
teaching of college English, it helps to create a pleasant communication environment,
stimulate students’ motivation and enthusiasm to learn English, construct their cogni-
tive schemata and cultivate their cross-culture awareness and ability. Besides, it plays a
positive role in the respects of developing English teaching resources, opening study
outlets, enlarging the classroom teaching capacity, improving learning methods, de-
veloping students’ thinking abilities, and raising teaching efficiency.

Besides, reading comprehension is a very important part of college English teach-
ing, so it is necessary to explore the teaching method to improve students’ reading
comprehension. The author believes that applying multimedia and Internet to improve
students’ reading ability will be of great practical significance to both the students and
teachers. This paper will try to do such a research in order to prove that CALL has its
advantages in reading teaching.

2 Methodology

2.1 Hypothesis

As for the present study, the author wants to find out whether CALL can help students
improve their English. So, the author put forward the following hypothesis:

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 55-59]
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CALL is a more effective method of teaching college English in China. That is to
say, CALL can help to arouse the learner’s interest; CALL can help to improve the
learner’s reading ability.

The results of the questionnaire and the marks of the two examinations will be col-
lected and analyzed to find out whether or not.

2.2 Subjects

The participants are the students from two intact classes of the first year in Hubei
University of Technology. In 2010, the author has been assigned to teach Civil Engi-
neering Class3 and Computer Engineering Class5, with each class having exactly 65
students. The average score of the two classes in the English test in the College En-
trance Examination are nearly the same, besides; the students who have scored above
105 in these two classes are nearly equal in number. The real situation of subjects can
be seen in the following table .Accordingly, Civil Engineering Class3 was randomly
chosen as the experimental class (EC) and Computer Engineering Class5 as the control
class (CC). What’s more, during this research these two classes were taught by the
author in person.

Table 1.
Class Average age |Mean score | Highest Score Lowest Score Abovel05
3 19 94.5 128 80 38
5 19 95.3 127 79 37

2.3 Instruments

During the experiment, the author designed the pre-test and the post-test.

2.3.1 The Pre-test

At the beginning of the experiment, to compare the reading ability of the students in the
EC and in the CC, all the students were required to take part in the pre-test. The test
paper was specially designed for these two classes about reading, which is intended to
test their reading ability. After the test was finished, students’ test papers were gathered
and corrected, and then the results of the test were collected, analyzed and discussed.

2.3.2 The Post-test

The post-test was used to analyze achievement differences between the two classes
after CALL was applied to the EC’s classroom teaching.

2.4 Procedures

The experiment was carried out within sixteen weeks, lasting from September 2010 to
January 2011.The Experiment was done in about sixteen weeks in two classes. One is
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Experimental Class (EC) and another is Control Class (CC).The English textbook
being used is New Horizon College English (the second edition), which focuses on
reading because there are one or two reading passages in each unit. How to teach
reading well has been as issue facing challenges. Now, I’d like to say how to use mul-
timedia while teaching reading.

2.4.1 Experimental Class

Using Multimedia Can Demonstrate Wide and Relevant Background Knowledge
Background knowledge is a critical component of text comprehension (Anderson,
etal.,1985;McNeil,1992; Stanovich,1994).Research has shown that when background
knowledge is provided before reading(for instance, through video clips),story com-
prehension improves(Kinzer&Leu,1997,Sharpetal,1995).According to Schema theory,
schema that a reader owns in his head has a great effect on his reading comprehension.
Multimedia has obvious advantages over other media. Multimedia technology seems
more suitable to prepare students by “helping them build background knowledge on the
topic prior to reading, through appropriate pre-reading activities (Carrell 1988b:245).

Multimedia and Network Can Bring about a New Teaching Mode

Multimedia and network technology not only provide friendly and audio-visual mutual
learning environment in the form of hypertext and hyper-chain, but also provide lovely
pictures, pleasant sounds or colorful tableaus to stimulate students’ senses. In network
environment, interaction between teachers and students, students and students, students
and computers, is becoming more plentiful.

The Internet Makes Extensive Reading Facilitating

Intensive reading is inadequate large amounts of self-selected, easy and interesting
reading called extensive reading should be the underpinning of all foreign language
reading instruction. Extensive reading is generally associated with reading large
amounts with the aim of getting an overall understanding of the material.

All the participants can study in the autonomous language learning center of Hubei
University of Technology. They are exposed to large amount of English reading ma-
terials in the Internet.

2.4.2 Control Class
In the control class, the author adopts a traditional way of the teaching in reading

Grammar-Translation Method.

3 Analysis and Discussion of the Results

3.1 Data Collection

The result of pre-test is shown as follows:
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Table 2.
Class Number of | Mean score |Highest score |Lowest Above 105
students score
EC 65 94.5 129 82 39
CC 65 95.2 128 80 38

The post-test was done in the EC and CC at the end of the experiment in order to get
comparable result.

Table 3.
Class Number  of | Mean score | Highest | Lowest score | Above 105
students score
EC 65 99.4 132 90 45
CC 65 96.2 129 86 40

3.2 Analysis

From the above two tables, we can see clearly that the mean score of the EC has been
significantly increased, while the mean score of the CC has almost stayed the same.
Anyway, it might be safe to say that the reading ability of the EC has been greatly
improved because of the application of CALL. The students in EC are more involved
and motivated in today’s class. They feel more relaxed and are willing to have English
class. After analyzing the data, it can be clearly seen that 86% of the students like to
challenge CALL. They are willing to be on the Internet or use other sources to search
for some information for their project. And they find their reading ability has been
improved.

3.3 Discussion

From the research results, we can see that the EC under CALL outperforms the CC in
reading ability. Therefore, it can be concluded that CALL is more effective in teaching
English. After implementing CALL, we find out that CALL can also help students
learn to communicate, learn to think about a question, learn to make a decision and deal
with an emergency. Furthermore, with the help of CALL, students can also experience
the sense of achievement and realize their own value. In addition, CALL can greatly
improve the integrated ability of a student, which is in accordance with the general
target of the empowerment education in China.

4 Conclusion

This paper insists that CALL is good for improving teaching of reading in college
English. Utilization of multimedia and the Internet in the teaching of reading is
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becoming wider and more efficient. Students can be more capable of obtaining infor-
mation or knowledge not only from books but also from the Internet so as to fit in with
society. Such a teaching reform is the only way to carry out quality-oriented education
which concentrates on students’ development in an all-round way and stresses that
students are the autonomous learners. Although a lot of research into CALL has been
done, thing will change with the rapid development of computer technology. Some
research will be out of date soon and ways to improve the teaching of reading are under
discussion. Therefore, the study of how to utilize computers to assist language teaching
or learning is well worth studying.
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Abstract. A single-switch step up/down converter with positive and negative
outputs is proposed in this paper. In the porposed converter, a single-ended
primary inductor converter (SEPIC) and a Cuk converter are merged. The
SEPIC converter stage provides a positive step up/down output and the Cuk
converter stage provides a negative step up/down output. An input stage
consisting of a switch and an inductor is shared. The proposed converter has a
continuous input current, step up/down capability, dual outputs, and good cross
regulation. The operation principle and steady-state analysis of the proposed
converter are provided. A prototype of the proposed converter is developed, and
its experimental results are presented for validation.

Keywords: Step up/down capability, SEPIC converter, Cuk converter, input
current ripple.

1 Introduction

Recently, DC-DC power conversion techniques have been researched due to their
increasing demands in applications such as fuel cells and photovoltaic systems [1].
Generally, input sources in these applications have low voltages and are easy to vary.
Also, the input current ripple is an important factor in theses applications. Large input
current ripple may shorten the lifetime of the sources and input filter capacitors used
in the applications. Especially in the fuel cell systems, reducing the input current rip-
ple is very important because the large current ripple shortens fuel cell lifetime as
well as decreasing performances [2]. SEPIC and Cuk converters are suitable for these
applications due to their input stages consisting of an inductor and a switch like a
boost converter and step up/down capability.

In this paper, a single-switch step up/down converter with positive and negative
outputs is proposed. A SEPIC converter and a Cuk converter are merged in the pro-
posed converter. Since a SEPIC converter and a Cuk converter have step up/down
capability, each output of the proposed converter has step up/down capability. The
shared input stage provides a continuous input current. Moreover, the proposed con-
verter shows good cross regulation. Also, two outputs can be used as a single output.
Then, the voltage gain of the proposed converter doubles.

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 61—@
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Fig. 1. Circuit diagram and key waveforms of the proposed converter

2 Analysis of the Proposed Converter

Fig. 1 shows the circuit diagram and key waveforms of the proposed converter. To
simplify the steady-state analysis, it is assumed that the voltages across the capacitors
C;, C,, C,;, and C,, are constant and all the semiconductor devices are ideal.

2.1 Operation

The operation of the proposed converter in one switching period 7 can be divided
into two modes. Before 7, the diodes D, and D, are conducting.

Mode 1 [1y, t;]: At ty, the switch SW is turned on. Then, D; and D, are turned off.
In this mode, the input voltage V;, is applied to the inductor L;,. Therefore, the input
current #;, increases from its minimum value with the slope of V,,/L;,. The capacitor
voltage V¢, is applied to L;. Then, i;; increases linearly with the slope of V,/L,. Simi-
larly, V-V, is applied to L,. Then, i, increases linearly with the slope of (V,-V,)/L,.
At the end of this mode, all the inductor currents arrive at their maximum values.

Mode 2 [t,, t,]: At t;, the switch SW is turned off. Then, D; and D, are turned on.
In this mode, the input voltage —(V,-V,,) is applied to the inductor L;,. Therefore, the
input current i;, decreases from its maximum value with the slope of —(V, —V,,)/L;,.
The capacitor voltage -V, is applied to L;. Then, i;; decreases linearly with the slope
of —V,/L,. Similarly, -V, is applied to L,. Then, i;, decreases linearly with the slope of
-V./L,. At the end of this mode, all the inductor currents arrive at their maximum val-
ues.

2.2 Design Parameters

By applying volt-second balance law to the voltage waveforms across the inductors,
the capacitor voltages can be easily obtained by V=V, V=V,/(1-D),
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V,=V,=DV,,/(1-D). When two outputs are used as a single output, the voltage gain of
the proposed converter is given by

M:V"+V"= 2D

v, 1-D W
Input current ripple 41;, is given by
V. DT,
AI. = mn S . 2
m Ltn ( )
Minimum value of L;, for a continuous input current is given by
nv, DT,
in,min = > (3)
2,

where P, is total output power and # is the efficiency of the converter. The ripple
component A1, of iy, is given by

Al =t 4

Minimum value of i;; is given by

V.DT
ILl,min = Io,pusitive T Ay (5)

2L,

3 Experimental Results

A prototype is implemented with specifications of V=24V, V,(=V,)=50V, P,=100W.
The circuit parameters are L;,=200uH, C,=C,=13.2uF, C,;=C,,=220uF,
L;=L,=120uH, f,=100kHz. The experimental waveforms of the prototype are shown
in Fig. 2. The measured duty cycle is 0.682. The voltage stress of SW is around 75V.
It can be seen that the experimental waveforms agree with the theoretical waveforms
and the analysis. The input current is continuous. By adjusting the inductance of L;,,
the input current ripple can be controlled. The cross regulation of two outputs is also
shown in Fig. 2. When the negative output is loaded with 4W, the variation of V, is
around 1.2%. The proposed converter exhibits an efficiency of 92.3% at full load
condition.
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Fig. 2. Experimental waveforms and measured cross regulation

4 Conclusion

A single-switch step up/down converter with positive and negative outputs has been
proposed. It features a continuous input current, step up/down capability, dual out-
puts, good cross-regulation, and a single power switch. Due to these features, the
proposed converter can be a good candidate for non-isolated step up/down DC-DC
converter.
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Abstract. An energy recovery address driver for plasma display panel (PDP) is
proposed. It utilizes a resonant circuit consisting of panel capacitance and
external inductors to reduce the voltage across the data drive IC when its output
stages change their status. The resonant circuit reduces the power consumption
and relieves the thermal problems of the drive ICs. Moreover, circulating
current is significantly reduced in the proposed address driver. It also has load
adaptive characteristic (LAC). Then, low efficiency problem at light load does
not exist. Compared to the conventional LC resonant driving method, the
component count is significantly reduced.

Keywords: Energy recovery, address driver, resonance, circulating current.

1 Introduction

In PDPs, an energy recovery circuit (ERC) has been used to recover the reactive
power from PDP on the sustain electrodes in [1] and [2] and address electrodes in [3].
Most PDPs utilize an LC resonant ERC to obtain high efficiency. The conventional
LC resonant address driving method shown in Fig. 1 uses the resonance between the
panel capacitance and an external inductor. It provides high efficiency at heavy data
loads which have a lot of data switchings. However, it shows relatively low efficiency
at light loads such as full white image which has no data switching. It is because it has
no load adaptive characteristic. Low efficiency at light load can be overcome simply
by turning off the ground clamping switch S, during the address period or replacing
the switch S, with the clamping diode [2]. However, many components and complex
control circuits are still required. In addition, it has a large circulating current which
occurs due to the reverse recovery of D;. The large circulating current causes addi-
tional power loss [1].

An energy recovery address driver with reduced circulating current for address
drive ICs is proposed. Components count is significantly reduced compared to that of
the conventional LC resonant driving method. Moreover, it has intrinsic LAC without
ground clamping. In addition, the circulating current is significantly reduced. Com-
pared to the conventional method, the component count is reduced and the cost is cut
down. Reduced power consumption can also lower the cost of power supplies by
cutting down the maximum power consumption.

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 65—@
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Circuit diagram and key waveforms of conventional resonant address driver
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Fig. 2. Circuit diagram and key waveforms of proposed address driver

2 Analysis of the Proposed Address Driver

Prior to Mode 1, the panel voltage v,; is maintained as the address voltage V, with
Swi conducting and the panel voltage v, is clamped as zero with Sy, conducting.

Mode 1 [y, t;]: At 1y, the switch S, is turned on and the resonance occurs between
the external inductor L and the panel capacitance C,;. The panel starts to be dis-
charged with a resonant manner through the body diode of Sy;,, the inductor L, the
energy recover capacitor Crg, and the switch S,. The energy stored in the panel is
transferred to the energy recovery capacitor Cgg.

Mode 2 [1, t]: At t; the switch Sy, is turned on and the panel voltage v,; is
clamped as zero. The switch Sy, is turned on and the panel voltage v, starts to rise
with a resonant manner. The resonance occurs between the inductor L and the panel
capacitance C,;. The panel starts to be charged through the body diode of S, the in-
ductor L, the capacitor Cgg, and Sy,;. The energy stored in Cgy is transferred to the
panel.
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Mode 3 [1,, #3]: At t,, the switch S; is turned on and the panel voltage v, is clamped
as the address voltage V. The panel voltage v,; is maintained as zero with Sy, con-
ducting. Then, the current i; changes its direction and linearly decreased with the
same slope. When the reverse recovery of the body diode of S, ends, the energy stored
in L is transferred to Cgg. Since —Vix is applied to L, the inductor current i; decreases
to zero rapidly.

In the proposed address driver, the voltage Vg across the energy recovery capaci-
tor naturally varies according to Ny, which represents the number of data on single
vertical line. Since the voltage Vgg increases as Ny, increases, the energy recovery
operation is weakened and the circulating current is reduced. When the full white
image is displayed, the voltage Vg arrives at V, and the energy recovery operation
stops naturally. The voltage Vi is calculated as

Vv
Vg =V, — .
N _ N ] 2 _ﬂ (1 )
2 dat;v data_chg Rza) (1_6 mL]+ 2
data_chg -4+ wz
4r°

where Nyq,_che 1S the number of address data switchings, R is the inevitable parasitic
resistances, and  is given by

2
w= 1_(Rj . (2)
LCP 2L

3 Experimental Results

The prototype address driver is tested on a single-scan 42-inch XGA ac PDP
(Ncell=768x1024x%3). The panel capacitances C, and C,, are about 40pF and 30pF,
respectively. The energy recovery capacitor Cgy is 0.22uF. There are 16 data drivers
of 192 outputs. The proposed ERC block is designed to control two data driver ICs.
Therefore, eight ERC blocks are required. The address voltage V, is set to 60V. T
is 16.67ms and 10 subfields are used. The scan period Ty, is 1.2us. Fig. 3 shows the
experimental waveforms and power consumption comparison. Since N, is equal to
Naara_chg at one-dot on/off pattern which is the heaviest load, Vi is around V,/2. Since
the data are not changed at full white pattern, the voltage Vi goes up to V, and the
energy recovery operation stops. Power consumption of the proposed address driver is
reduced by 71% at one-dot on/off pattern compared with the address driver without an
ERC. The proposed method shows slightly higher efficiency than the conventional
LC resonant driving method with LAC. It is simply because the proposed method has
less components and low circulating current.
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Fig. 3. Experimental waveforms and measured power consumption

4 Conclusion

A new energy recovery address driver with reduced circulating current for PDP has
been proposed. It has LAC and low circulating current. It showed a higher efficiency
compared to the conventional method. Moreover, it has less components.
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Abstract. The static analysis in the software testing is to abstract the necessary
data from the source code, which is used in the analysis of control flow and
syntax analysis. It is used to automatically generate the graph, list and it is the
first step to insert testing code in the program. This paper mainly analyzes the
details of pertaining modules of source code, project file, code insertion and
automatic generation of graph and list. And it gives a feasible method.

Keywords: Static analysis, program structured graph, insertion.

The software testing consists of static analysis, dynamic analysis and finally generates
the testing report. The static analysis is the analysis of syntax of software, which gen-
erates static data file and inserted source code according to testing requirement. It also
supports the successive procedure of dynamic analysis.

1 Introduction

The tool of software testing requires internal logic of source code analysis. It can
identify the syntax of source code and understand program logic. An application usu-
ally consists of many files. The project file manages these files. The function of static
analysis module is to analyze the project file. It obtains the original files according to
project file, and then analyzes the syntax of source files. In this procedure the code
insertion is completed. Finally the new files are compiled and linked and the executive
is generated. The static analysis procedure is to abstract the key data, such as function
name, class name of program in OOP and line number etc. It also analyzes the control
flow of source code, block source code and then stores the data in a certain file format.
These files are used to automatically generate the graph. The code insertion is the
procedure which the specific code is inserted in specific location of source code. The
executives, generated from the inserted codes can generate the dynamic data when it
executes. These data can be used in the procedure of overcast analysis automation and
dynamic tracing. In the procedure of testing only static analysis module directly in-
teracts with source code. The automation module only interacts with data files and
the executive but language. The static analysis module can support many different
languages.

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 6973.]
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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2 Implementation of the Analysis Module of Source Code

An application many contains many source files with different types. The syntax and
structure of these source files is not same. Sometimes lexical analyzer and syntax
analyzer is called the front end of compiler. The program analysis module can be
generated from source code analysis with the method of compiling procedure. But it is
different from compiler, e.g. the interim code generation. The interim code from pro-
gram analysis is a text. It is the input of successive modules, but compiler only analyzes
syntax of program and finds syntax errors. Also complier does not care about calling
procedure of function. It only requires the syntax of program to comply with language
rules. The source analysis module learns the calling procedure of function and gener-
ates the graph of relationship among the functions. In source analysis module the
lexical analysis and syntax analysis are used as front end and storage of calling rela-
tionship trailing end. The structure of source analysis module is as figure 1.

The front end of source analysis module mainly finds the all functions in the source
code with lexical analyzer and syntax analyzer. It stores the information, i.e. function
information list. It also analyzes the logic of functions, separates the blocks in these
functions, labels these blocks and stores the information, i.e. block information list in
the data files. The function information list is the input of function calling and control
flow and the block information list the input of program insertion
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code analysis file analysis
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Fig. 1. Structured graph of source analysis module
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3 Implementation of the Analysis Module of Project File

An application may contain hundreds or thousands of source files. It is very compli-
cated. The project file can provide the automatic management. Its functions are as
follows:

(1) to provide the calling relationship among the source files
(2) to provide management of date of file modification
(3) to provide the compatibility of program in different language

Since an application many contain source code in different language the analysis of
project is a very complicated procedure. So it is required to understand:type of source
file, lexical rules of project file, syntax rules of project file.

As a management file, the project file is written in printable characters. The target of
project analysis module is to find all source files, file attributes, file size and use con-
dition of file (i.e. which conditions are used) in the project and generate a data file. The
data file consists of many items, such as file name, file type, the located directory
(including relative path and absolute path), file size, use condition and included header
files

The project analysis module is required to identify the file type since the source files
may be written in different languages. The project analysis module is as figure2

Project file

\ 4
Lexical rules file > Generator of lexical > Lexical analyzer
analyzer
A 4
Syntax rules file Generator of syntax Syntax analyzer

analyzer

A 4

Project configuration file Generator of project file

information

y

Source information list

Fig. 2. Graph of project analysis module
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4 Implementation of Program Insertion Module

The program insertion module is to insert required information in a specified location
in source code. It is impossible to automatically insert the required information since
the information which programmer requires is vast. The insertion module is to insert
template codes in the specific location of program according to user’s requirement, and
control the switch between controlling debug version and distributed version with
pre-compiled control code. The user needs to direct the service of insertion module,
such as a certain variable value, return value and parameter value of function when
called. The program insertion module inserts the code in corresponding location and
notifies user the required information with a certain mechanism. The program insertion
contains the following three phases:

1. phase of pre-processing: in this phase it is to insert the specific code in source file.
The handling procedure of this phase can progress with static testing. It inserts
specific code in specific location when processing syntax analysis

2. phase of compilation and execution: in this phase compilation and execution is
completed

3. phase of handling: the data from execution is used with source code to generated
graph, report, including overcastting report

5 Implementation of Automatic Generation Module of Graphics

It exists when drawing graphs or designing systems: very low efficiency to design
system; too much time to manually or semi-automatically drawing design graph; dif-
ferent graphs to be separated to draw even if using graph editor; too much time to find
different graphs; low convenience to draw graph because of limitation of screen size of
monitor; necessary requirement to redraw graphs when changing the system.

The key to solve these problems is to generate automatically the graphs from source
code. The graphs are new and consistent if they are generated from source code. If
source code modified, the graphs can be generated from tool again. And these testing
graphs are stored in computer, saving storage and time to find them.

It seems that it is not feasible to generate graphs from source code. In fact it is fea-
sible. System analyzer can directly describe the system architecture using programming
language and write the scheme using programming language when designing system or
software architecture. So these designing graphs can be generated from source code and
program files to describe the system whole structure. In coding phase programmer can
insert code into these program files using these graphs to complete functions. If pro-
grammer wants to modify system structure, he/she can directly to modify the corre-
sponding code and generates the new graphs. This procedure improves the maintenance
of software.

The graphs from system analyzer are basically ones to describe the structure of
program. It is considered here to automatically generates these graphs. Two graphs are
important: function call graph and project file graph
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(1) function call graph

The function call graph describes the calling relationship among calling functions and
called functions. There are non-member functions and member functions of source
code in the function call graph. The frame of non-member function uses the real line;
the frame of member function contains class name and function name; the line between
frames is as calling relationship. The strip graph in the frame and digits represent ratio
of testing overcastting, complexity and module size.

(2) project file graph

There are many files in an application. The programmer cannot easily locate the file with
complexity of calling relationship among functions even if the function call graph can
directly describe the relationship and details among internal modules(procedure-oriented)
or components (object-oriented). The programmer cannot directly describe the relation-
ship among modules or components in some condition, e.g. strongly-coupled or
weakly-coupled or weakly-coupled among the calling relationship or message passing
when coding. The programmer can locate the file which the function locates with naviga-
tion with these project file graph. And he/she can easily master the relationship among
these files, e.g. file A including a call to func B, and func B included in file B The pro-
grammer can find the definition file of the function. The project file graph is generated
from calling information of functions.

It is required to analyze syntax of source code to generate the above two graphs. The
data can be abstracted in the procedure of syntax analysis and then the program struc-
tured graph is generated.

[Project name]:research on automation of object-oriented software testing

[Project number]:10C0366
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Abstract. A zero-voltage-switching (ZVS) resonant flyback converter with a
synchronous rectifier is presented in this paper. An active clamp circuit is added
to the conventional flyback converter to clamp the voltage across the switches
and provide ZVS operation. By utilizing a resonance between the leakage
inductance of a transformer and a clamp capacitor, the energy stored in the pri-
mary side is transferred to the secondary side with a resonant manner. There-
fore, the output rectifier is turned off softly. Moreover, a synchronous rectifier
is adopted at the secondary side to improve the efficiency. The operation prin-
ciple and steady-state analysis of the proposed converter are provided. A proto-
type of the proposed converter is developed, and its experimental results are
presented for validation.

Keywords: Zero-voltage-switching, flyback converter, active clamp, synchron-
ous rectifier.

1 Introduction

Due to its simplicity when compared with other topologies, a flyback converter has
been adopted in many applications such as single-stage power converters, bi-
directional power conversion for electric vehicles, photovoltaic systems, and lighting
systems [1]. However, a switch in the flyback converter operates at hard switching
and it causes several problems such as high switching loss, low efficiency, and high
voltage spikes across the switch and the output diode. To overcome these problems,
various soft-switching techniques have been presented [2] and [3]. Most of them re-
quire more than one magnetic component. It raises the volume and size.

In order to overcome these problems, an active clamped resonant flyback converter
with synchronous rectifier is proposed. Its circuit diagram and key waveforms are
shown in Fig. 1. There is only one magnetic component in the proposed converter. An
active clamp circuit consisting of a clamp capacitor and an auxiliary switch is added
to the conventional flyback converter. By utilizing the resonance between the leakage
inductance of transformer and the clamp capacitor, both main and auxiliary switches
can operate with ZVS. Moreover, a synchronous rectifier is adopted at the secondary
side to improve the efficiency. Due to these features, the proposed converter shows
high efficiency. The theoretical analysis is verified by an experimental prototype.

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 75@
springerlink.com © Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Circuit diagram and key waveforms of the proposed converter

2 Analysis of the Proposed Converter

By utilizing the active clamp circuit, the energy trapped in the leakage inductance L
of T is recycled and the voltage across the main switch S, is clamped as the clamp
capacitor voltage V.. Due to the resonance between the leakage inductance and the
clamp capacitor, ZVS is achieved in both main and auxiliary switches. Without any
additional magnetic component, soft-switching operation is achieved. The switches S,
and S, are operated asymmetrically and the duty ratio D is based on S,,. The transfor-
mer T has a turn ratio of 1:n (n= NJ/N,). To simplify the steady-state analysis, it is
assumed that the voltages across the capacitors C, and C, are constant as V. and V,,,
respectively.

2.1 Operation of the Active Clamped Resonant Flyback Converter

The operation of the proposed converter in one switching period 7 can be divided
into five modes. Before ¢, S, is conducting and SR is turned off. The magnetizing
current i, flowing through the magnetizing inductance L,, of T decreases linearly and
approaches to its minimum values -1,,,.

Mode 1 [#, t;]: At 1y, S, is turned off. Then, the energy stored in the magnetizing
inductance and the leakage inductance starts to charge/ discharge parasitic capacit-
ances of the switches. Therefore, vy, across S, starts to rise from zero and vg,, across
S, starts to fall from V. Since these capacitances are very small, this time interval is
very short.

Mode 2 [t;, t,]: At t;, vg, becomes zero and the body diode of S, is turned on.
Then, the gate signal is applied to S,,. Since the current has already flown through the
body diode and vg,, is zero before the gate signal is applied, zero-voltage turn-on of S,,
is achieved. In this mode, SR is turned off. Then, the input current i;, is equal to the
current #,,. Since V, is applied to the primary inductance, i,, increases linearly.

Mode 3 [t,, t;]: S,, is turned off at #,. Similar to mode 1, the parasitic capacitances
are charged/ discharged at the same time. This time interval is also very short.
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Mode 4 [1;, t,]: At t3, the voltage v, across S, becomes zero and the body diode of
S, is turned on. Similar to mode 2, zero-voltage turn-on of S, is achieved. With the
turn-on of S,, SR starts to conduct and the resonance between the leakage inductance
of T and C, occurs. Since the reflected output voltage is applied to L, the current i,
decreases linearly in this mode.

Mode 5 [t4, t5]: At t,, the current iy, decreases to zero with a resonant manner and
the SR is turned of softly. Since S,, is still on, i,, decreases linearly.

Since the average inductor voltage must be zero under a steady-state, the average
voltage of vy, is equal to V;, and the average capacitor voltage V. is V;,/(1-D). By
applying the volt-second balance law to the voltage across L,, the voltage gain is
obtained as follows:

Vo_ L, D 1 _ D 1 |
V. L +L, 1-Dn 1-D n M

in m

The maximum voltage stress of a synchronous switch is about V,+V,,/n.

2.2 Synchronous Rectifier

At 13, the body diode of SR is turned on at first. Then, the voltage of drain terminal of
SR is lower than the source terminal. Since the base charge of Q; is removed by turn-
on of d;, O, is turned off. Then, “High” signal is applied to a gate driver and the gate
signal is applied to SR. Now, SR is fully turned on and all the current is flowing
through the channel of SR. At t,, i, decreases to zero. If i, changes its direction, the
voltage of drain terminal of SR is higher than the source terminal. Then, d; is turned
off and Q; is turned on. Then, “Low” signal is applied to the gate driver and SR is
turned off rapidly.

3 Experimental Results

A prototype is implemented and tested with specifications of V=48V, V,=150V,
f=73kHz, P, ,,,,=45W. According to (1), n is selected as 0.5 D,,,, of 0.6. L,, is chosen
as 83uH and L, is 800nH. C, is chosen as 0.47uF. Fig. 2 shows the experimental
waveforms and measured efficiency. The switch voltages are well clamped as V..
Both S, and S, operate with ZVS and SR is turned off softly. It agrees with the theo-
retical analysis. Fig. 2 shows the measured efficiency of the proposed converter and it
is compared with the conventional flyback converter and the resonant flyback conver-
ter without synchronous rectification. The power consumed in the control circuit is
not included in the efficiency curve. The maximum efficiency of the proposed conver-
ter is 94.8%. Due to its soft-switching characteristic of both S, and S,, and soft com-
mutation of SR, the proposed converter shows higher efficiency.
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4 Conclusion

An active clamped resonant flyback converter with synchronous rectifier has been
proposed. By utilizing the active clamp circuit and the resonance between the leakage
inductance and the clamp capacitor, both main and auxiliary switches can operate
with ZVS and soft commutation of a synchronous rectifier. Due to these features, the
proposed converter shows high efficiency.
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Abstract. As a protection and authentication technology, digital watermarking
technology has been used in digital image field. A robust digital watermarking
algorithm is proposed based on integer wavelet transform to estimate integrity
and authenticity of digital images. Using matrix norm quantization, it embeds
watermarks into medium-frequency and high-frequency detail sub-bands of
digital images’ integer wavelet domain. The scheme realizes blind watermark
extraction without any extra information. By shaping the watermarked image
before extraction, the precision of the extracted watermark is enhanced. At-
tacking experiments show that the algorithm not only has both robustness and
sensitivity, but also exactly locates distorted area, so it is an effective robust
digital watermarking algorithm for digital image field.

Keywords: Robust Digital Watermarking for Digital Image Field, Integer
Wavelet Transform, Matrix Norm Quantization, Template Matching, SVD.

1 Introduction

Along with fast development of digital technology, digital images’ integrity and au-
thenticity are transmitted conveniently but queried more widely. Digital watermarking
technology has been used to digital image field, while as an important branch of au-
thentication watermarking technology, robust watermarking technology is attached
importance to protect copyright and integrity of multimedia products[1-5]. Wong
proposed that original images were blocked, the LSB of each block was set zero and
encrypted by XOR with watermarks after scrambled by HASH-function[1]. Barni M
proposed a better robust watermarking algorithm which showed watermarks were
quantitatively embedded into DWT domain[2]. According to JPEG lossy compression,
Dong Gang proposed a DCT-domain watermarking algorithm[3]. Chen Fan proposed a
robust watermarking algorithm based on image singular value in which watermarks
were selected from singular value corresponding with image content[4]. When verified,
the tempered intensity of distorted parts was reflected from singular value difference.
So the robust watermarking technology can be used to protect integrity and authenticity
of digital images.

Robust watermarks require not only certain robustness but also sensitivity, so this
paper proposes a robust watermarking algorithm based on matrix norm quantization and

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 79
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template matching, in which watermarks are separately embedded into me-
dium-frequency and high-frequency in digital images’ integer wavelet domain. The
scheme realizes blind watermark extraction without any extra information. By shaping
the watermarked image before extraction, the precision of the extracted watermark is
enhanced. The algorithm can not only test tempered intensity, but also locate tempered
area of digital images.

2 Singular Value Decomposition and Matrix Norm

Matrix singular value decomposition(SVD) is an orthogonal transform and can di-

agonalize matrix. That is, if matrix Ae R™" is nonnegative, thus
A=USV" 1)

UTAV:S:diClg(O-l,O-Z,O-3, """ ’0-17) (2)

where P is minimum of 7 and m , O;is singular value of matrix A4 , and

0,220,202 20, and U . Vis separately left and right singular value
vector.
Spectral norm and F-norm of nonnegative matrix A ’s express as follows:

||A||2 = VA (A"A) =0, 3)

“

As it is known, matrix’s spectral norm is maximal singular value, F-norm is square sum
of all singular values, and there is certain corresponding relationship between matrix
norm and singular values.

Recently, SVD is applied to digital watermarking technology[10], which depends on
following theories:

(1) SVD can’t finite image size;
(2) Stability of image singular value is good, that is, when images are disturbed
slightly, singular value won’t change violently.

Watermarks are embedded through changing singular values, which can improve
watermarking robustness, but SVD calculating will increase algorithm’s complexity
and computing cost.

Viewed in formula (3) and (4), changing matrix singular will relevantly change
matrix spectral norm and F-norm, so changing matrix norm can implement watermark
embedding instead of changing matrix singular values.
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3 A Robust Watermarking Algorithm Based on Matrix Norm
Quantization and Template Matching

In order to avoid rounding error of floating point, host digital images are transformed
by integer wavelet; whereas the wavelet low-frequency coefficients have more stronger
robustness and high-frequency coefficients have more fragile sensitivity and me-
dium-frequency coefficients lie in them, so watermarks are embedded into me-
dium-frequency and high-frequency sub-bands in host digital image’s integer wavelet
domain, which will guarantee both robustness and sensitivity; in order to locate tem-
pered area, it blocks each sub-band and calculate spectral norm and embeds watermarks
through norm quantification; in order to improve watermark information’s security,
Logistic chaotic sequences are used to scramble watermarks. Embedding process as
Figure 1 displays.

Key .| Chaotic » Watermark
sources ¢

e Blocking Norm
Q’Ilglna] » LWT . quantiza:{ion
images 7| embedding
Watermarked
images < IWT g

Fig. 1. Embedding watermarks process

The first step: Watermarks’ encryption by chaotic scrambling
Logistic chaotic system: X,; = 4x, (1—x,)
Where bifurcation parameter € (3.569945,4] and X, € 0,1).

Initial value Xy and bifurcation parameter { are used as key space K (XO, ,U) to

generate chaotic sequences X which scramble watermarks W . Concrete contents is
as follows:

(1)Chaotic sequences are rearranged according to ascending order, obtaining as-
cending order chaotic sequence X ' and index sequence I;

(2)Index sequence [ is converted by column into two-dimensional matrix [, ;

(3)Original watermark W is rearranged by scrambled index matrix [, to generate
scrambled watermarks W ';

The second step: Integer wavelet transform

Original digital image [ is transformed by 2-level integer wavelet transformation to
generate seven sub bands, where 9-7 orthogonal base is used as wavelet base. Me-
dium-frequency fragile watermarks are embedded into HL2, LH2 and HH2 detail
sub-bands; high-frequency fragile watermarks are embedded into HL1, LH1 and HH1
detail sub-bands.
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The third step: Embedding watermarks
(1)Each layer detail sub-band is blocked to several 4 X¢ cubic blocks which are

7xq o
denoted as | ¢ € R™ " Calculate spectral norm HI gH2 , quantization parameter

|kl

S5 | and control ratio 7= ”I g ”2 —-Aé , where O is quantization step based on

the feature of visual masking of human vision system;

0
(2)Modify ~ matrix  spectral norm:If (4A+W,)mod2=1 and V< 5

Ig

3
, (/1""5)5 :Else,

Ig

1 ]
2=(ﬂ—5)5 If (1+W,)mod2=1 and 725,

Ig

1
=(A+-)0.
2 2"
(3)Equal jigging ratios and same rank correction method is used to modify [ . 38

I =1+,

t= Il _ 2

Where ¢ is correction value and it takes as follows: " I, " : Then
2

=,
7],

The forth step: Watermarked digital image I' s gained by 2-level integer wavelet
inverse transformation.

The scheme realizes blind watermark extraction without any extra information. By
shaping the watermarked image before extraction, the precision of the extracted wa-
termark is enhanced, as follows:

The first step: Integer wavelet transformation

Image for testing 1" is transformed by 2-level integer 9-7 orthogonal wavelet base
to generate six detail sub-bands;

The second step: Extracting watermarks

Every detail sub-band is blocked into g X ¢ cubic blocks, every block is regarded as

I," . Calculate its spectral norm ”I ¢ ""

g 2

. A 3 /l "_ \‘”15’ ""2 ‘
and quantization ratio % S JIf

A "mod?2 =1, extracted watermark w,"=1If 1 "mod?2 =0, extracted watermark

w, "= () .Then gain scrambled watermarks yj/ " ;

The third step: Decrypting watermarks and testing
Scrambled watermarks W" can be decrypted through index sequences which Lo-
gistic chaotic sequences are rearranged by ascending order to generate, gaining wa-

termarks W* . Watermarks W' not only can be judged subjectively, but also is tested
through correlating detection function ( SIM ) and temper assessment function (TAF ),
which can certificate multimedia datum completely.
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4 Experiment Simulation and Analysis

Aiming at some digital images, the algorithm is simulated by means of MATLAB.
Some simulation datum about a CT 256-level gray image display as follows. Figure
2(a) is original CT host image, figure 2(b) is binary watermarks about patients’ in-
formation, in sequence of medium-frequency robust watermarks and high-frequency
robust watermarks, figure 2(c) is scrambled watermarks, figure 2(d) is watermarked
digital image.

HP1702

(a)original image (b)watermarks (c)scrambled watermarks (d)watermarked image

Fig. 2. Original digital image, watermarks and watermarked image

Attacking watermarked digital images can test effectiveness of the algorithm. At-
tacking methods include altering (Fig.3(a) and Fig.3(b)), shearing(Fig.3(c)), JPEG
compressing(Fig.3(d)), adding noise(Fig.3(e) and Fig.3(f)), etc..

(a)destructive alteration attack (b)smoothing alteration attack (c)shearing attack

(d)JPEG compressing attack (e)adding Gaussian noise  (f)adding Salt&Pepper noise

Fig. 3. Extracted watermarks after attacking

As it is known from above attack detection, the algorithm can reflect tempered area
and frequency characteristics of watermarked digital images, and it has certain ro-
bustness. But with the increase of attack intensity, watermarks distortion is greater and
greater. As regards the same attack, high-frequency sub-band is more sensitive than
medium-frequency.
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5 Conclusions

This paper puts forward a robust digital watermarking algorithm which is used to
certificate integrity of digital images. Its characteristics as follows:

(1) Watermarks are embedded by stratification into detail sub-bands of digital
images’ integer wavelet domain, which can avoid rounding error of floating point and
extract watermarks according to requirement;

(2) It proposes a embedding method of matrix norm quantization which not only is
simple and easy to calculate, but also doesn’t need original digital images when testing;

(3) The scheme realizes blind watermark extraction without any extra information
by template matching.;

(4) Watermarks are encrypted by scrambling of Logistic chaos, which improves
security of the algorithm without increasing watermark information amount;

(5) The algorithm can guarantee the integrity and authenticity of digital images
effectively.

The simulating experiment indicates that the algorithm has certain robustness to some
common attack and locates tempered area of digital images exactly. It is an effective
robust digital watermarking algorithm for digital image field.
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Abstract. Automatically assigning relevant text labels to 3D model is an impor-
tant problem. For this task we propose a semi-supervised measure learning me-
thod. Labels of 3D models are predicted using a graph-based semi-supervised
method to exploit labeled and unlabeled 3D models. In this manner, we can get
semantic confidence of labels. An improved relevant component analysis me-
thod is also proposed to learn a distance measure based on label’s semantic con-
fidence. A novel approach based on the semantic confidence and the distance is
applied on multi-semantic automatic annotation task. We investigate the per-
formance of our method and compare to existing work. The experimental re-
sults demonstrate that the method is more accurate when a small amount of la-
bels were given.

Keywords: automatic annotation, 3D model retrieval, semi-supervised learning.

1 Introduction

In recent years, 3D scanning equipment, modeling tools and Internet technology have
led to a large number of 3D models. 3D model retrieval has become a research hotspot.
Several 3D model search engines have been developed [1-3]. These search engines are
all include two search types. One is using traditional text-based retrieval which key-
words are extracted from captions, titles, etc. The other type is using content-based
retrieval method which search sample is 2d image or 3d object. The text-based retriev-
al provides users with a simple and natural interface, so it is friendlier for the user, but
the text labels is required. In order to improve the retrieval effectiveness and capture
the user’s semantic knowledge, the semantic automatic annotation technique has been
introduced to the 3D model retrieval broadly in recent years [4-6]. Most current auto-
matic annotation methods need a large number of models hand tagged with text labels,
so the training sample size and quality are in high demand [7]. At the same time ma-
nually annotation brought tedious workload, which made the label results imperfect,
inaccurate and subjective. Figure 1 shows some hand tagged models and their labels. In
this paper, we present a method called 3D model multiple semantic automatic annota-
tion based on semi-supervised metric learning (MS3ML) to label 3D models, which
has achieved a better annotation result when a small amount of labels were given.

D. Jin and S. Lin (Eds.): Advances in MSEC Vol. 1, AISC 128, pp. 85
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r
car, vehicle, steel string, guitar, sword, blade, airplane, house,
sedan, dodge, string, seagull,  sign, architecture,  aircrafl, plane,
charger acoustic guitar landscape jet

Fig. 1. Four hand tagged models

2 The Overview of MS3ML

The process of MS3ML is shown in Figure 2. The corpus is comprised of a small
amount of hand tagged models and a large number of unlabeled models. Firstly, the
feature of 3D models was extracted, and the process of dimension deduction is
needed. Secondly, we make full use of the unlabeled models to expand the training
dataset (known as label propagation) and the label confidence was computed. Thirdly,
a new distance metric considered label confidence as well as the correlation between
features is learned. Lastly, for each model needing labels, we label it by multiple se-
mantic annotation strategy.

A small amount Feature Dimension Label
of labeled 3D models Extraction Reduction Propagation

+A large number
of unlabeled models

Weighted metric learning

bench (0.73) <

e i : Multi-semantic annotation
1 strategy
1

1 '
1 T
! I 50 P
! chair (0.87) !
| '

Fig. 2. The process of MS3ML

3 The Process of Automatic Annotation

We take full use of labelled and unlabeled models to expand the amount of labelled
models. The graph-based semi-supervised learning has become the mainstream of
semi-supervised learning because of its efficiency [8]. To do this, we use a corpus of
known hand tagged models L ={(x,,y,) - (x,.,y,)} where x, denotes the model

and y, denotes i-th model’s label collection, y, c T, T ={4, ---4,,} denotes the col-

1Tl

lection consisting of all labels. U ={x, --,x, } denotes the unlabeled model. The

1L+



Semi-supervised Metric Learning for 3D Model Automatic Annotation 87

model x, is represented by the point x, in feature space. Define a graph G ={V,E},

each vertices corresponds to model from L UU , its weighted edge reflects similarity
between adjacent models. So nxn similarity matrix W can denote the graph. Each
element in W can be formally defined by RBF kernel function as follows:

Ihx, —x, I”
w, =exp| —T’ €Y

where w, denotes the similarity between model x, and x,.A nxn matrix Pis de-

fined to represent the edge propagation probability of label information to the
neighbour node:

. . WU
P,=P(j—>i)=

n

g/

w

« 2

where P, denotes probability that x, learns labels from x, .The labels of model x; is

expressed by Ix|T |row vector f,, if x, € L, the j-th element is defined as follows:

L jey,
= 3
J {0 JE Y ©

That is, the j-th elements of f, is 1 if the j-th label in T is one of the model’s label,

and the rest are zero. If x, e U, f, €[0,1]. Define | LIx|T Imatrix f, to denote the

label semantic matrix, the |U IXIT | matrix f, to denote unlabeled semantic matrix.

Define f, to denote matrix of all the data as follows:

I
fi= ( “)
A\
The data’s label is propagated from the neighbors, that is
£ =P )

We summarize the standard process of label propagation algorithm as follows:

1) i =0, Initialize f,"" =0;

2) Calculate P ;

3i=i+l,get f," by f," =Pxf "

4) Repeat step 3 until convergence;

5)Define f, as i-th row vector of f,, each elements of f, has been assigned a
real-value which is used to measure the confidence of i-#2 model label in U .

The final state of label propagation is that all the vectors of unlabeled data are no
longer changed, which means semantic labels have achieved smooth distribution in
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unlabeled data. So we expand the manually labeled data set L to LUU , meanwhile
for each label we assigned a confidence value which we interpret as the probability
that the label is relevant to the model. Now we can learn a new distance metric from
LuU . RCA (Relevant Component Analysis) is an effective distance metric learning
method [9]. But we found that when the amount of labelled information is insuffi-
cient, the results got from traditional RCA will bias. So we propose a method called
weighted RCA. The extended labelled dataset and labelling confidence are a guaran-
tee of the algorithm’s validity. We firstly normalize the label confidence of each label
inT,anda ITIxIT| diagonal matrix of confidence is generated:

W = Diagonallw,,w,,w,,... wy,1 (6)

where W,is mean confidence of all the models described by i-th label in T .So we
can use weighted covariance matrix instead of centralized covariance matrix of RCA:

i

C= %Z D, =X WX, =X ) )

c=l i=1

where x_, denotes i-th model in feature space described by c-th label. X, is mean

c—mean

point in feature space described by c-th label. We calculate C™' as a mahalanobis
distance metric, and then we get the weighted-RCA distance:

dweighred—RCA ()Cl ’ xz) = ()Cl —X, )T Cil ()Cl - Xz) (8)

Given an unlabeled 3D model X, , we wish assign labels from the set of all possible
labels T ={4,..4,} to X

dence value which we interpret as the probability that A, is a relevant label for X

Specifically, for each label we wish to assign a confi-

171 new *

new

.So we start with a shape similarity metric and find the neighbors of X  within some

new

distance threshold. Note that the distance threshold is allowed to be a function of the
model, which allows for adaptively defining the threshold based on the density of
models in a given portion of the descriptor space. We take

2
P(Xx,, =X ncighbumfi) =(1- dwig/m/mm (X,.. X neighbour-i ) C))

to be an estimate of the probability that X and X _represent the same type of

neighbour—i
model and therefore should have similar text labels. Then given unlabelled model
X, apossible text label 4., and a neighbor X . from the extended labeled data

neighbour —i

set LOUU , the probability that X  should have the label is

new

new ®

CA.X,)=P(X, =X YACH, X (10)

new neighbour—i neighbour—i )

Where C(A', X, )denotes the confidence of label A, . Intuitively this means that the

new

confidence that A, is appropriate for X is the confidence that it is appropriate for

new

X and that X and X are similar enough to share

neighbour —i new neighbour —i
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labels. C(1', X
annotation on X . Considered over full set of k neighbors this generalizes to

neighbour—i

) can be thought of as measuring how much we trust the original

new

~

CA,X,)=UPX,, ~X

new neighbour —
Jj=1

YACA, X (11)

neighbour — j )

By analogy to the TF-IDF method from text processing we reweight these probabili-
ties such that:

€y B X, =X)LV (12)

ZJ' C(;i, ’ X""“ ) > ZXkELuU C(l’ ’ X" )

For each unlabeled model, we get a vector of probabilities for each semantic label.
We choose the TOP-N labels to describe the model.

4 Experiments

To evaluate the proposed method, our experiments were performed on a database
containing 1125 3D models, which were collected from the Princeton Shape Bench-
mark (PSB) [1], and 725 models were semantically hand tagged with text labels. Fig-
ure 3 shows some automatic annotation samples. In the experiment, we mainly use the
depth buffer method to extract the 3D models’ feature (438-dimensional feature vec-
tor) [10]. We performed PCA over the descriptors, and kept the top 20 dimensions.
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Fig. 3. Automatic labeling samples Fig. 4. Comparison of retrieval precision

In this paper, we use " Average Precision" VS “Percentage of each tag labeled” to
evaluate both automatic annotation and retrieval process, figure 4 lists the average
retrieval precision of five times. These types of labeling methods includes: Euclidean
distance metric method, typical supervised classification learning method (SVM algo-
rithm and the Euclidean distance), RCA distance metric method and MS3ML.Results
show that MS3ML has higher labelling precision when there is a small amount of
label information, and the kernel function of the supervised labelling method SVM
adopted RBF kernel [11]; the distance metric function used Euclidean distance. Since
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SVM requires a large number of training data, if the training set’s label is insufficient,
the result is not accurate. Table 1 shows the average retrieval efficiency of various
methods in the case of insufficient labelled data (label 1, 2, 3 and 4 models for each
label), and only the first 16 retrieval results is taken into account. Results show that
MS3ML has a better retrieval result.

Table 1. Comparison of the retrieval effectiveness with a small amount of labels

Method Labglid Precision Recall
ethods :;lgele S per (%) (%)

1 17.31 5.51
Supervised SVM and 2 34.47 10.64
method Euclidean distance 3 49.52 16.82
4 64.67 22.93
1 38.92 13.12
2 44.02 14.65
. RCA 3 46.41 15.92
flf;:r-vise d 4 66.51 2342
method 1 74.11 26.51
MS3ML 2 75.53 26.97
3 77.55 27.78
4 78.07 28.08

5 Conclusion

In this paper, we have proposed a novel method for semantic automatic labelling 3D
models by semi-supervised metric learning. The method acquires a small amount of
hand tagged information, and the semi-supervised label propagation takes full use of
unlabeled models. The expanded collection increase the number of labelled models;
meanwhile labelling confidence can describe the semantic relevance of label, on the
basis of the above two points, Weighted-RCA method can effectively resolve the
traditional RCA learning bias caused by the insufficient amount of labelled data or
inaccurate labelling information.
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Abstract. A zero-voltage-switching (ZVS) synchronous buck converter with
improved light load efficiency and ripple-free current is proposed in this paper.
An auxiliary circuit is added to a conventional buck converter. The auxiliary
circuit provides a ripple-free current and ZVS feature. Due to the ZVS feature,
the switching loss is significantly reduced. However, the conduction loss due to
the auxiliary circuit increases. Especially at light loads, the conduction loss is
much larger than the switching loss. Therefore, by disabling the synchronous
switch at light loads, the circulating current in the auxiliary circuit is reduced
and the efficiency at light loads is improved. The operation principle and
steady-state analysis of the proposed converter are provided. A prototype of the
proposed converter is developed, and its experimental results are presented for
validation.

Keywords: Zero-voltage-switching, buck converter, ripple-free, synchronous
buck converter.

1 Introduction

The buck converter is the simplest solution to realize step-down DC-DC power con-
version. In order to increase the system efficiency, a synchronous buck converter is
sometimes adopted. However, due to its hard switching operation, the switching loss
is large [1]. In order to remedy these problems, ZVS control scheme for a pulse-width
modulation buck converter under discontinuous conduction mode/ continuous con-
duction mode boundary was suggested in [2]. ZVS control scheme can reduce the
switching loss. However, it significantly increases the ripple component of the induc-
tor current. Therefore, the output voltage ripple is increased. Interleaving technique
can be adopted to reduce input/output current ripple and simplify the filter stage [3].
However, the multi-channel interleaved structure has many components. As the chan-
nel increases, more components are required.

A ZVS synchronous buck converter with ripple-free inductor current is proposed.
It utilizes an auxiliary circuit consisting of an additional winding of the filter inductor,
an auxiliary inductor and a capacitor to provide ZVS of the power switches and rip-
ple-free inductor current. The ZVS feature solves the reverse recovery problem of the
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anti-parallel body diode of the synchronous switch. The ripple component of the filter
inductor current is cancelled out effectively due to the auxiliary circuit. The theoreti-
cal analysis is provided in th